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Assuming little mismatches, both mismatch effects can be combined to obtain an approximate worst-case CMRR :

CMRRW.C. ≈ (CMRRgm-1 + CMRRRD-1)-1 

≈ (1 +2gmRSS)(|Δgm|/gm +|ΔRD|/RD)-1
  (This result reveals effect of mismatches and finite RSS  on CMRR)

---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

Differential pair with MOSFET loads
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Using MOSFET loads is (as we’ve learned before) much more advantageous for obtaining a larger gain and output swing.

For (a),  Av,DM = -gmN(gmP-1|| roN|| roP) ≈ -gmN/gmP = -√(N/P)




(Similar to diode-connected-load CS stage)

 (Notice that CM output level is well-defined as Vout,CM=VDD-|VGSp| )

For (b),  Av,DM = -gmN(roN|| roP) 
(larger gain and output swing)



(Similar to current-source-load CS stage)

[image: image2.png]


 

  (CM output level is NOT well-defined)

[image: image3.png]



The gain can be increased by adding current sources (for (a)) and cascoding (for (b)). 

(However, the former increases power consumption, and the latter consumes larger voltage headroom wrt  non-cascode dif. pair ()

[image: image4.png]


Current Mirrors


A “current source” supplies a constant (stable) current to bias gain stages; also, when used as a load, it acts as a large resistor consuming less voltage headroom. Two application examples are given above.

[image: image5.png]


A “current mirror” can be used to distribute replicas of a reference (usually d.c.) current to multiple branches for biasing purposes; it is also used to perform useful functions (e.g. addition, subtraction, inverting, multiplying by a constant) on analog current signals. On the right, an application example is shown.

[image: image6.png]


How can we obtain a stable current source ?

Like in discrete analog design, a simple resistive divider can be used to obtain Vb from VDD. Thus,
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Iout=½nCox’   [VDD R2/(R1+R2) - VTH ] 2

( VTH may vary by 100mV from wafer to wafer 

( n and VTH are temperature-dependent.

( VDD-dependency is a drawback (supply noise & VDD drops in time)

Therefore, Iout is poorly defined, thus, not stable enough. (
Note that, even if Vb=VGS1 is precisely defined, Iout is NOT, due to n and VTH deviations. (e.g. For an overdrive of 0.2V, a 50mV deviation in VTH causes 25% error in Iout)

“Copying” a stable reference current is a solution.
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The stable reference current is obtained by using more complex circuitry, sometimes with an external adjustment aid to stabilize its value.
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[image: image10.bmp]A copy circuit is required to obtain a proper Vb to guarantee Iout=IREF .

Copying concept is shown in (a) and the practical implementation of the copy circuit is given in (b).






  (a)       

   (b)

The configuration formed by M1 and M2 is a basic current mirror.

[image: image11.png]IRer

Voo

(b)

P

1 out

My }'_7V__{ .

()



[image: image12.png]N-VrHs Vy I -V Vy
Va- V12 +Vpsa

(b) (c)



If (   )2 = (   )1 , then  Iout =IREF , provided that both transistors are in saturation.

Although ignored in above analysis, channel length modulation and device mismatch effects  will alter accuracy of Iout=IREF equality. (device mismatches will be considered later) 

Taking channel length modulation into consideration we obtain

[image: image13.png]


Iout=½nCox’ (  )2 (VGS-VTH)2 (1+Vout)
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IREF=½nCox’(  )1 (VGS-VTH)2 (1+VGS)  

where  VGS= VGS1=VGS2 .

Then,   Iout/IREF =  (1+Vout)/(1+VGS) ≠  

(unless  Vout=VGS )
( Channel length modulation also lowers the output resistance Rout.

(In many applications a large Rout is demanded a current source/mirror)
Cascoding can help increasing both accuracy (precision) and Rout of current sources/mirrors.

[image: image15.png]Cascode current mirrors

    

Output stage of a basic current mirror can be converted to a cascode stage as in (a). Rout is large enough in (a) wrt the basic current mirror but accuracy is poor, unless Vb is chosen properly to achieve VY=VX. 
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If Vb=VGS3+VX can be satisfied, then VY=VX . Such a Vb is obtained by the circuit in (b) and used in the cascode current mirror in (c) , where (   )3/(   )0 = (   )2/ (   )1 .     (Since ΔVY = ΔVP/[(gm3+gmb3)ro3] , VY will practically remain constant (equal to VX) , thus a high accuracy will be maintained)

Rout = (gm3+gmb3)ro3ro2 for both cascode current mirrors in (a) and (c). (
In the current mirror of (c), the improvements in accuracy and Rout is at the cost of consuming significant voltage headroom. (
Allowed minimum output voltage can be given as 

Vout,min= VDSsat3+VY = VDSsat3+VGS2 

(since  VY=VX=VGS2)
  


(1 VGS worse wrt to the basic current mirror ( )

The lower limit of this Vout,min is VTH (assuming infinitely wide transistors).

[image: image21.wmf]
Large signal behaviour

Vout,min could also be given as VN-VTH3 .

* For Vout= VN-VTH3 , M3 enters triode region. Below this point, VGS3 increases, thus causing VDS2 to drop. 

* Eventually, VDS2 drops to VDSsat2=VA-VTH2 , driving M2 into triode region. 

[image: image22.png]


Low-voltage cascode current mirror

Regarding a cascode stage as a high-Rout transistor, one can easily turn a basic current mirror into a low-voltage cascode current mirror, as shown in the figure. (A proper Vb should be chosen to minimize Vout,min )

Actually, sizing of transistors is critical; it must be performed with care so as to guarantee all transistors operate in saturation.

The following conditions must be satisfied to keep all transistors in sat. :

1o) Vb ≤ VX+VTH2=VGS1+VTH2 (to keep M2 in sat.)

2o) VA=Vb-VGS2 ≥ VGS1-VTH1 (to keep M1 in sat.)

Combining (1o) and (2o), we obtain “ VGS2+VGS1-VTH1 ≤ Vb ≤ VGS1+VTH2 ” whose solution relies on satisfying VGS2-VTH1≤VTH2 . (OR  VGS2-VTH2≤VTH1)
This means that, overdrive of M2 should be less than VTH1 ; M2 should be sized with care, guaranteeing this for the maximum possible IREF value.
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To obtain the lowest Vout,min ,  Vb should be equal to VGS4+VDSsat3. (or slightly greater than this value)

A widely used circuit supplying this Vb value to the low-voltage cascode circuit is given on the right.

(M7 should be wide enough to achieve  VGS7 ≈ VTH )

This circuit still has some drawbacks like difficulty in keeping M6 in sat. and  errors due to body effect.

----------------------------------------------------------------------------------------------------------------------
Differentail pair with current mirror load 
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This circuit converts a differential input to a single-ended output.

It has an assymmetrical structure, unlike fully-differential amplifiers.  

Large signal behaviour

· For a low enough value of Vin1-Vin2 ,  M1 is OFF ( M3 & M4 are OFF. Then, ID2=ID5=0, although they are ON. This means that VDS2 and VDS5 are zero ( M2 & M5 are driven into deep triode region ).  Hence,  Vout=0 .

· For a great enough value of Vin1-Vin2 ,  M2 is OFF ( ID1=|ID3|=ID5≠0, but |ID4|=0 (since M2 is OFF) although M4 is ON. This means that VDS4=0 ( M4 is driven into deep triode region ).  Hence,  Vout=VDD .

Note that, for Vin1=VF+VTH1 , M1 enters triode region.

On the other hand minimum allowable output voltage is Vout,min=Vin,CM-VTH2 
( Vin,CM should be kept low enough to maximize the output voltage swing.

----------------------------------------------------------------------------------------------------------------------
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Small signal behaviour

Due to assymmetry, signal amplitudes at X and Y are different. (Note that node impedance at X is low whereas node impedance at Y is high)

/!\ The half circuit method cannot be used here since the circuit is NOT symmetrical.

We can still obtain Gm and Rout to calculate the gain as Av=-GmRout .

[image: image26.png]



Calculation of Gm 

Recall that, for a differential input, node P acts like an a.c. ground. Thus, the circuit in (a) can be converted to the circuit in (b).

Iout = Id2-|Id4| = Id2-Id1 
   (since  |Id4|=|Id3|=Id1)





 = -½gm2Vin – ½gm1Vin = -gm1,2Vin    (  Gm=-gm1,2
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Calculation of Rout

M1 and M2 act in series, giving a in total RXY=2ro1,2.

/!\ Since the current on M3 is reflected to M4, Rout is NOT ro4||2ro1,2 BUT ro4||ro1,2

(gm3-1||ro3≈gm3-1<<2ro1,2  assumed)

Let’s prove this claim:

IX = VX/(RXY+gm3-1||ro3) + VX/ro4 + gm4Vg4

We can express Vg4 as Vg4=VX (gm3-1||ro3)/(RXY+gm3-1||ro3) .

We can make some simplifications knowing that gm-1<<ro . Thus, we obtain

RXY+gm3-1||ro3 ≈ RXY+gm3-1 ≈ RXY = 2ro1,2  ( Vg4 ≈ VX gm3-1/(2ro1,2)

Consequently, IX ≈ VX/(2ro1,2) + VX/ro4 + VX gm4 gm3-1/(2ro1,2)





  = VX [ 1/(2ro1,2) + 1/ro4 + 1/(2ro1,2) ]    (since gm4=gm3)

Then, we obtain the output resistance as, 
 Rout= ro1,2||ro4 .

As a result,  Av = -GmRout = gm1,2 (ro1,2||ro4)

----------------------------------------------------------------------------------------------------------------------
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Common-mode response

Taking into account the finite resistance of the tail current source, it can be shown that

 Av,CM=ΔVout/ΔVin,CM ≈ -(gm1/gm3)/(1+2gm1RSS)

and thus,

CMRR=|Av,DM/Av,CM|= gm3(ro1,2||ro4)(1+2gm1,2RSS)

{ If gm1=gm2+Δgm , Av,CM≈[Δgmro3-gm1/gm3]/(1+2gm1RSS) } 

Frequency response of amplifiers

We usually make use of “node resistances” and “node capacitances” to estimate pole frequencies of a gain stage circuit. Since a node impedance is defined between that node and the reference node, Miller’s Theorem is very useful in determining frequency-dependency of an amplifier.

[image: image29.png]


Miller’s Theorem: Consider the circuit in (a) below. If a voltage gain of Av=VY/VX can be defined between node Y and node X, then the circuit in (a) can be converted to the circuit in (b), where Z1=Z/(1-Av) and Z2=Z/(1-Av-1).

Proof: Current flowing from X to the right through Z can be expressed as I1=(VX-VY)/Z= VX(1-Av)/Z, which can be modelled with an impedance connected between X and ground with value Z1=Z/(1-Av). Similarly, Z2= Z1=Z/(1-Av-1) represents the current flowing from Y to the left through Z, since this current can be given as I2=(VY-VX)/Z=VY(1-Av-1)/Z.
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Example: Calculate the input resistance of the circuit given in (a) .

[image: image31.png]


Solution: Applying Miller’s Theorem to ro, we obtain the circuit in (b), where Av=1+(gm+gmb)ro. Then,

     (a)





(b)

Note that the resistance reflected to the input due to Miller effect is negative. Though this seems erronous, the result is same as that obtained before for the CG stage.

---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
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Applying Miller’s Theorem to an impedance which forms the ONLY signal path from the input to the output, frequently gives misleading/wrong results.
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e.g. For the circuit in (a) below, Miller’s Theorem gives a correct input resistance but a wrong output resistance. The most critical point is that VY-VX dependency (voltage gain) vanished in (b).  after applying Miller’s Theorem to R1 . /!\
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On the right, a typical case is shown for which Miller’s Theorem can be applied to Z and correct/reasonable results can be obtained. 

------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
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Association of poles with nodes:
When CMOS gain stages are cascaded, a model like the one on the left can be utilized, where A1 and A2 are ideal voltage amplifiers, R1 and R2 are output resistances and Cin and CN are input capacitances of A1 and A2, respectively. RS is the source resistance and CL is the load capacitor.
Such a modelling enables determining the frequency-dependent transfer function in terms of the “node resistances” and “node capacitances” as
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Then we can claim that, “each node brings a pole to the system”.
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/!\ Determining a transfer function using this “all-pole” approach is not always possible. (
e.g. For the circuit on the right, it is not possible to address node resistances and capacitances, due to interaction of nodes X and Y (via R3,C3),.
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Note that, if the interaction was via only R3 (or only C3), then, approximate node resistances and capacitances could be obtained by applying Miller’s Theorem with low-freq. value of AYX=VY/VX.

Actually, THIS is what we usually do when estimating a transfer function.

---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
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Example: Neglecting channel length modulation effect, compute the transfer function of the given amplifier. 

Solution: For convenience, equivalent node capacitances at the drain and source nodes are represented by CD and CS , where CD=CGD+CDB and CS=CGS+CSB . Then, node resistances and capacitances can be given as RX=RS||(gm+gmb)-1, CX=CS for node X and as RY=RD, CY=CD for node Y. As a result we obtain in= { CS [RS||(gm+gmb)-1] }-1 andout= (RDCD)-1 . Thus,
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: What if channel length modulation could not be neglected ?..

A: In that case output and input nodes would interact, making calculations very difficult.  Miller’s Theorem proves very useful in such cases. (
/!\ However, using low-frequency gain when applying Miller’s Theorem causes errors; and the “all-pole” transfer function approach frequently misses the zeros.
---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
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CS Stage: We can associate one pole with each node by applting Miller’s Theorem to CGD. Then, Cin=CX=CGS+CGD(1-Av) and Cout=CDB+CGD(1-Av-1), Rin=RS, Rout=RD and Av=-gmRD(=0 assumed). Thus,
in = { RS[CGS+(1+gmRD)CGD] }-1
out = [ RD(CDB+CGD) ]-1   (gmRD>>1 assumed)

(Note that, effect of ro and a load capacitor CL can be added easily)
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Using the pole frequencies, we can express the transfer function as

However, existence of zeros and frequency-dependency of Av (e.g. due to CDB) when applying Miller’s Theorem are not considered above. 

---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
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A straightforward method could supply the actual transfer function. Using the equivalent high-frequency circuit  we get
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Defining=CGSCGD+CGSCDB+CGDCDB, the transfer function is obtained as 

It is not hard observing the zero from the nominator.

We can decompose the poles from the denominator by rewriting it as
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Assuming one pole away from the other (e.g. p2 >> p1), we can approximate the smaller pole from the coefficient of s . Then, we can substitute this pole into coefficient of s2 to obtain the larger pole.

Then, under the assumption “p2 >> p1” , we can approximate p1 as
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This is almost equal to in , found with the “all-pole” approach, (there is a difference, RD(CGD+CDB), which can be neglected in some cases). i.e. Miller’s Theorem can provide a good approximation for the input pole, even with low-freq. Av.
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 p1 and coefficient of s2, we can also obtain p2 as

If  CGS >> (1+gmRD)CGD+(CGD+CDB)RD/RS, then p2 can be approximated as,
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---------------------------------------------------------------------------------------------------------------------------------------------------

This is equal to out found with the “all-pole” approach. ( IF CGS dominates the response (not always satisfied) Miller’s Theorem provides a good approximation for the output pole. (even with low-freq. Av)
Rewriting the nominator as “ –gmRD(1-sCGD/gm) ”, we can observe the zero of the transfer function:  z=-gm/CGD  (it was missed by the all-pole method).
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This zero is on the right half plane, therefore must be studied carefully, for solving the stability problems it may bring.
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The effect of the zero can be understood better by viewing the figure on the right.

· For < z , the circuit acts like a 2-pole system with –40dB/dec.

· For > z , the gain changes with a –20dB/dec. slope, due to the feedforward path supplied by the “almost-short” CGD . With such a shorting of two nodes at high frequencies, the system is reduces to a single-pole system (Such features are usually missed when Miller’s Theorem is applied ).

When the frequency is at the zero frequency, the gain of the CS stage drops to zero (because z is negative), as can be observed from the transfer function. Therefore we can obtain z from the circuit by setting Vout=0. (BUT not a real short to GND !.. NO current will be drawn from the circuit)
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IRD=0 since VDD behaves as an AC GND. Then, ICGD=Id1 (direction of ICGD being from G to D ). This equality can be rewritten as sCGDV1=gmV1 , thus yielding s=sz=gmCGD .

---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
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/!\ The input impedance of the CS stage exhibits interesting features. We shall see that this impedance is NOT purely capacitive.

    (a)




       (b)




     (c)

We will exclude CGS in calculation of Zin’ in (b), then we will use Zin=Zin’||(sCGS)-1 to calculate the input impedance Zin , defined in (a).  Using the circuit in (b) we obtain
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Zin’  =

Then, the input impedance can be calculated as Zin=Zin’||(sCGS)-1.

Note that, for relatively high frequencies, CGD acts as a short-circuit, yielding Zin=RD||gm-1||(sCGS)-1||(sCDB)-1.

This proves that Zin is NOT purely capacitive but has resistive components, unlike the result obtained by using Miller’s Theorem with the low-freq. AV which estimates a purely capacitive Zin , as
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Source Follower: Since CGS forms a feedforward path from the gate to the source, an all-pole approach may be misleading for this circuit.

    (a)








    (b)

Instead, we can use the equivalent circuit in (b) above to determine the transfer function (without missing zeros or making mistakes in calculating the poles) :

sV1CGS + gmV1 = sVoutCL      (     V1 = sCLVout /(gm+ sCGS)
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On the other hand,

Using these equations, we obtain the transfer function of the SF as
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As can be observed, consistent with our foreseeing, a zero exists, but now on the left half plane. This left-half-plane zero is due to the path from input to output, formed by CGS at high frequencies, contributing the voltage gain with the same polarity as the transistor. [ Recall that in the CS stage, contribution the feedforward path (over CGD) to the voltage gain was positive (≈ +1) while contribution of the transistor was negative (≈ - gmRD) ]
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We see two poles in the transfer function. If they can be assumed far apart, the smaller one can be approximated as given on the right.

The larger pole can be calculated with the same method used for the CS stage. (i.e. by using p1 and the coefficient of s2) 

/!\ Input and output impedances of the SF is of great importance since this stage is used to match a high-Zout driver to a low-Zin load.
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Using the circuit on the left, we obtain
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Since Zin=VX/IX, the input impedance is 
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which, exhibits a resistive part for low frequencies (i.e. for gmb>>|sCL|) as given on the right.
This result could also be obtained with Miller’s Theorem (using the low-freq. Av). 
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For high frequencies (i.e. for gmb<<|sCL|) Zin reduces to the form given on the right. The component with s2 in the denominator acts as a frequency-dependent negative resistance !  /!\
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Using the circuit on the left, we can obtain the output impedance with Zout=VX/IX .

Since, IX= - (sCGSV1 + gmV1) and VX= -sCGSV1RS -V1 ,
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Although body effect and CSB don’t appear 

in the circuit, their effects can be included 

by simply taking gmb-1 and (sCSB)-1 in 

parallel with the found output impedance.
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It is interesting that the output impedance takes the value 1/gmfor low frequencies (for s(0) and RS (input signal source resitance) for high frequencies (for s((). Then, one of the curves below will represent the frequency dependency of the output impedance. (Since SF low-freq. Zout (i.e. 1/gm) is to be much lower wrt to RS, the  curve on the right seems more likely in practice.  
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Output impedance of the SF can be modelled using two resistors and an inductance, as shown on the left, where R1=RS-1/gm , L=R1CGS/gm=(RS-1/gm)CGS/gm and R2=1/gm .
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/!\ Assuming 1/gm<<RS , we obtain L≈RSCGS/gm , which means that, for a large RS, output impedance exhibits a strong inductive behaviour, which may bring ringing problems when the SF is driving a large capacitive load, as depicted on the right.

---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
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CG Stage: An example associated with the CG stage was given in the beginning of this topic. Recall from that example that, if effect of ro was neglected, input and output nodes are isolated. Recall also that, the device capacitances receive no Miller multiplication. Therefore CG stage is a wide-band gain stage ( (BUT the input impedance is low, lowering the gain when driven by a high-Rout stage ()
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For convenience, we can repeat the transfer function found before:

If channel length modluation is not negligible, the calculation become too complex, making it difficult to associate a pole with the nodes. 

Although the above transfer function expression can usually be utilized, the input impedance should be given appropriately, since it will be affected by the load impedance due to channel length modulation:
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We can use cascode stage to make use of high input impedance of a CS stage and speed of the CG stage (by suppressing the Miller effect), thus a high-gain and high-speed amplifier can be obtained.
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Cascode Stage: Assuming aspect ratios of M1 and M2 equal and ignoring body effect, we find the low-frequency gain from node A to node X to be –1.

This means that, CGD1 of the CS stage is reflected to the input node by being multiplied by only 2 (or by a small factor if M1≠M2). All of the remaining capacitances are grounded.

Therefore, the cascode stage exhibits an “all-pole” (3-pole) behaviour, with almost no “Miller-multiplied” node capacitances. This feature enhances its speed. (
 Then, the poles associated with each node can be written easily as
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Differential pair: Let’s first consider the fully-differential version (single-ended version exhibits a different frequency behaviour). We will assume a resistive-load differential pair.

Assuming a fully-differential input signal, we can use the “half circuit” technique to analyze this circuit. Then we obtain the circuit in (b).

This equivalent circuit is nothing but a CS stage.

/!\ Notice that, although the original circuit possesses 4 nodes, it behaves like a 2-node circuit for fully-differential operation, thus bringing only 2 poles.

For an ideal differential input voltage source (i.e. RS=0), the system has only one finite pole:  

p ≈ [RD(CGD+CDB)]-1
Effect of ro and a load capacitance CL can be included easily. 

For common-mode input signals, the equivalent circuit on the right can be utilized (equivalent output node capacitance is not shown).

Taking the output differential, we observe no  common-mode effect on Vout (Recall from low-freq. analysis of the dif. pair). However, for example, a gm-mismatch will yield a non-zero common-mode gain which can be rewritten from the low-freq. version by simply making RSS ( RSS||(sCP)-1  and  RD ( RD||(sCL)-1  :
(CL is the total output node capacitance)

This result says that, “ If [sCPRSS]-1 is lower than [sCLRD]-1 (i.e. the output pole), the high-freq. CM response degrades ”.  CP is made up of dominantly CGD3, CDB3, CSB1 and CSB2 , and it can be very large (if M1, M2 and M3 are large). e.g. A large M3 is needed for achieving a small VDSsat3 to relax the input voltage swing.

Let’s analyze the current-source-load differential pair.

Although diode-connected “reflecting” MOSFET is biased by a constant current source, it receives some capacitive current from the output nodes via CGD3 and CGD4 . Nevertheless, these two currents are equal and opposite for a fully-differential output, thus cancelling each other. Therefore, node G can be regarded as an a.c. ground. Consequently, with the aid of “half circuit” method, we obtain the equivalent circuit given in (c) for fully-differential operation.

We see that, similar to the resistive-load dif. pair, for an ideal input voltage source (i.e. RS=0), the system has only one finite pole:  p ≈ [(ro1||ro2)CL’]-1 , where CL’=CGD1+CGD3+CDB1+CDB3.

The single-ended differential pair, owing to its asymmetrical structure, exhibits a different frequency response wrt the fully-differential version.

The pole arising from node E will be different (usually larger) than the output pole.

The node resistance at node E is approximately 1/gm3, whereas, the node capacitance CE is a sum of CGS3, CGS4, CDB3, CDB1 and Miller multiplications of  CGD1 and CGD4 .


By using Thevenin’s Theorem, we can convert the circuit in (a) on the right to the one in (b), where RX=2roN and VX=gmNroNVin.

(gmP-1<<roP assumed)

  (a)






    (b)

Then, the small-signal voltage at node E can be expressed as

Since Vout=(-Id4-IX)(sCL+roP) and Id4=gmPVE , we obtain the transfer function as
Vout 

Vin 

Assuming the mirror pole larger enough wrt the output pole, we can utilize the same method we used for some basic stages before, to calculate the output pole:

which, by assuming 2gmProN >> 1 , can be simplified to

Finally, the second pole (mirror pole) can be found as  p2 ≈ gmP/CE , as expected.

(Interestingly, a zero lies at twice the mirror pole frequency, almost cancelling its effect()
Operational Amplifiers

Op amps are widely used in integrated analog and mixed-signal systems. Design of op amps is getting harder and harder, as supply voltages and channel lengths scale down in new generation CMOS technologies.

We can define an op amp as a “high-gain differential voltage amplifier”. The gain (open-loop gain) must be high enough to avail a good linearity of the closed-loop circuit. Therefore, an open-loop gain of 10 may be sufficient for an application whereas a gain of 105 may be insufficient for another application.

In the past, so called “general-purpose op amps” were being designed to meet all probable requirements of various applications, therefore the design was aiming an almost ideal op amp (i.e. with very high voltage gain, very large input impedance and very large output impedance). However, other performance parameters were getting worse, like speed, output swing and power consumption.

Today, we need to know the level of adequacy for each performance parameter(specs) before we start to design an op amp for an application.






