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Scheduling Data Flow graph

Scheduling involves assigning every node of the DFG to control time steps
or clock cycles.
Schedule:

– Creating the sequence in which nodes fire

– Determines number of clock cycles required

Two simple schedules:

– As-soon-as-possible (ASAP) schedule puts every operation as early
in time as possible

– As-late-as-possible(ALAP)scheduleputs every operation as late in
schedule as possible

Chapter 5: Giovanni De Micheli - Synthesis and Optimization of Digital
Circuits-McGraw-Hill Science Engineering Math (1994)
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Solve the differential equation ÿ + 3zẏ + 3y = 0.
This can be calculated using this iterative algorithm
while(z < a) {
zl := z + dz;

ul := u-(3 · z · u · dz)- (3 · y · dz);
yl := y + (u · dz);
z := zl;

u := ul;

y := yl;

}

precedence graph
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ASAP Scheduling

As-soon-as-possible (ASAP) schedule puts every operation as early in time
as possible

Unlimited resources (No limit for the number of registers, adders, etc.)

Longest path through data flow determines minimum schedule length

Ci = 1, draw when the execution time of mul is 2 and the rest is 1.

Prof. Dr. Müştak E. Yalçın (İTÜ) ELE6xxE (V: 0.1) September, 2019 4 / 17



ALAP Scheduling

As-late-as-possible(ALAP)schedule puts every operation as late in schedule
as possible
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ALAP & ASAP Scheduling

No consideration given to resource constraints

No priority is given to nodes on critical path

As a result, less critical nodes may be scheduled ahead of critical
nodes

No problem if unlimited hardware is available
However if the resources are limited, the less critical nodes may block
the critical nodes and thus produce inferior schedules

List scheduling techniques overcome this problem by utilizing a more
global node selection criterion

Mobility (slack): The node mobility represents its flexibility in the fire
sequence the differnce of the start times computed by ALAS and
ASAP alg. (tL − tS).
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List Scheduling Algorithms

Algorithm 1: Minimize latency under resource constraint (ML-RC)
Resource constraint represented by vector a (indexed by resource type)
Example: two types of resources, MULT (a1=1), ADD (a2=2)

Algorithm 2: Minimize resources under latency constraint (MR-LC)
Latency constraint is given and resource constraint vector a to be
minimized

Define (V : vertex, E : edge):
The candidate operations Ul ,k

those operations of type k whose predecessors have already been
scheduled early enough (completed at step l):
Ul,k = {vi ⊆ V : type(vi ) = k} and tj + dj ≤ l , for all j : (vj , vi ) ⊆ E

The unfinished operations Tl ,k

those operations of type k that started at earlier cycles but whose
execution has not finished at step l (multi-cycle opearations):
Tl,k = {vi ⊆ V : type(vi ) = k} and ti + di > l

Priority list
List operators according to some heuristic urgency measure
Common priority list: labeled by position on the longest path in
decreasing order
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List Scheduling Algorithm 1: ML-RC

Minimize latency under resource constraint

Note: If for all operators i, di = 1 (unit delay), the set Tl,k is empty
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List Scheduling Algorithm 1: ML-RC

Minimize latency under resource constraint (with d = 1)
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List Scheduling Algorithm 1: ML-RC

Minimize latency under resource constraint (with d1 = 2, d2 = 1 )
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List Scheduling Algorithm 1: ML-RC

Minimize latency under resource constraint (a1=3 MULTs, a2=3 ALUs )
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List Scheduling Algorithm 2: MR-LC
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List Scheduling Algorithm 2: MR-LC

Prof. Dr. Müştak E. Yalçın (İTÜ) ELE6xxE (V: 0.1) September, 2019 13 / 17



The Force-Directed Scheduling

The intent of the force-directed scheduling algorithm

is to reduce the number of functional units, registers, and buses required
by balancing the concurrency of the operations assigned to them but
without lengthening the total execution time.
The Force-Directed Scheduling algorithm:

Compute mobility of operations using ASAP and ALAP µi = ti
L–ti

S

Compute operation probabilities (pi (l) =
1

1 + µi
for l ∈ [ti

S , ti
L])

Compute operation-type distribution qk(l) =
∑

i∈T (vi )=k

pi (l) where

T (vi ) is the set of type of operation

Calculate the total force

Select and schedule operations with least force

Update time-frame

repeat until all op.s are scheduled.
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The Force-Directed Scheduling

pi

qk
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The Force-Directed Scheduling

Cost Function:Self Force (the effect on the overall concurrency by
attempting to schedule a node i to the time step l)

Fi ,l =

ti
L∑

m=ti S

qk(m)(δl ,m − pi (m))

F4,l =

t4
L∑

m=t4
S

qk(m)(δl ,m − p4(m)) =
2∑

m=1

qk(m)(δl ,m − p4(m))

= qk(1)(δl ,1 − p4(1)) + qk(2)(δl ,2 − p4(2))

F4,1 = qk(1)(δ1,1−p4(1))+qk(2)(δ1,2−p4(2)) = 2.83(1−.5)+2.33(0−0.5)

F4,1 = 0.25, F4,2 = −0.25

it means the concurrency at step 1 of the MULT is higher than at step 2.
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The Force-Directed Scheduling

If node 4 is scheduled into time step 1, its successor is scheduled into

step 2 or 3!,
∑

F = F4,1 + F8,2 + F8,3 = F4,1 = 0.25 (node 4 does

not affect the time frame for its successor )

If node 4 is scheduled into time step 2, its successor is scheduled into

step 3,
∑

F = F4,2 + F8,3 = −0.25− 0.75
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