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Abstract. Puri and Aravind’s method of macroblock bit count esti-
mation for video rate control is based on the classification of the
macroblock data into discrete classes and assigning a unique non-
linear estimate for each class and quantization parameter pair. This
method stands apart from other methods in the literature, since the
model of the bit count versus the quantization parameter relation,
parameterized by macroblock variance, is a discrete model gener-
ated solely from measurements. We extend their technique for low-
delay video rate control (tight buffer regulation) in two ways. We
propose a strategy of near-uniform quantization parameter assign-
ments to the macroblocks of a frame that can come close to maxi-
mizing an objective spatial quality function, such as PSNR, over the
entire frame. We also adaptively update the quantization parameter
assignments for the yet to be coded macroblocks, after the encoding
of each macroblock, to compensate for any errors in the bit count
estimation of the encoded macroblock. Our experiments demon-
strate that the proposed rate control method can more accurately
control the number of bits expended for a frame, as well as yield a
higher objective spatial quality than the method adopted by
TMN8. © 2003 SPIE and IS&T. [DOI: 10.1117/1.1579700]

1 Introduction

which controls the scale of the scalar quantizer applied to
the transform coefficients of the macroblock.

If the goal of quantization parameter determination is
also the maximization of the quality of the reconstructed
frames of the video sequent@ the macroblock layer rate
control problem stated previously is commonly referred to
as a bit allocation problem. An accurate optimization re-
quires rate and distortion pairs to be exactly known for all
possible quantization parameter assignments to all macro-
blocks of the frame. Prequantization and precoding of the
DCT coefficients of all macroblocks of the frame with all
possible quantization parameters to exactly determine these
pairs demand high computational complexity, and are
therefore not desirable in a low-cost real-time H.263 en-
coder. The computational complexity of prequantization
and precoding could be avoided by employing approximate
equations of rate and/or distortion in terms of normalized
macroblock energ{, quantization paramete?s:! or per-
centage of zeroes among quantized DCT coefficténts
where the unknown parameters in these equations are esti-
mated from empirical data. The equation for the rate is

For low-delay H.263 video transmission, the fullness of the usually usedﬁtﬁ determine a quantization parameter for the
encoder buffer must be tightly regulated by selecting the €ntire framé®* or for each macroblock; such that the
appropriate set of encoder parameters to ensure small dedifference between the total bit count estimate and the tar-
viations of the number of actual coding bits from the target g€t bit count for the frame is minimized. A similar goal may
number of bits for a small groufwe consider one without also be achieved by estimating from the empirical data the
loss of generalityof video frames. Let us refer to the bits Parameters of the generalized Gaussian pdf or the histo-
representing the quantized transform coefficients of a mac-9ram of each DCT coefficient, to select @verage quan-
roblock as quantization bits of that macroblock. Let us also tization parameter for a frame, which yields an estimated
refer to the sum of the quantization and overhead bits re|o_quant|124atlon bin entropy closest to the target bit rate for that
resenting motion vectors and other paramet@sding ~ frame.” _ 7111415 _ o
mode, coding block pattern, quantization parametefs As with most prior arf,”""***%the main goal in this
macroblock as coding bits of that macroblock. Since the WOrK is the precise approximation of the target number of
quantization bits account for the majority of the bits in the bits for a frame rather than the maximization of the objec-
bitstream, the problem of encoder parameter selection iglive quality of the reconstructed frames. However, this does
usually reduced to the problem of the determination of a "0t mean that the objective frame reconstruction quality

quantization parametefor each macroblock in the frame, Should be sacrificed, as demonstrated by the experimental
comparisons of the proposed method with the recent mac-

roblock layer rate control method adopted by International
) ) , ) Telecommunication Union Telecom Standardization
Paper: JEI01045 received Jul. 16, 2001; revised manuscript received Mar. 7, 2002(|TU—T) TMNS 8-10 which attempts to both maximize the

and Jan. 23, 2003; accepted for publication Jan. 29, 2003. i N .
1017-9909/2003/$15.00 © 2003 SPIE and IS&T. frame reconstruction quality and meet the target bit count
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for the frame by employing approximate equations for dis- a macroblock’s luminance and chrominance values, is ex-
tortion and rate in terms of the quantization parameter.  tracted as a feature. Such information is strongly correlated
Earlier rate control methods of MPEG®and H.263'"  with the number of quantization or coding bits that will be
which determine the quantization parameters for a macro-expended when the macroblock is encoded with a given
block to be encoded based only on the cumulative deviationquantization parameter. Macroblock classification is per-
of the number of actual coding bits from the target bit us- formed by scalar quantization of the extracted feature and
age profile, are rather ineffective for tight buffer regulation. by combining the output quantization level with the coding
Rate control methods adog)ted by the MPEG-4 verification mode. Finally, the combination of macroblock class and
model®” ITU-T TMN8,2™ and other$>****®achieve  macroblock quantization parameter is mapped to a nonlin-
more accurate control due to one or more of the following ear estimate of the number of quantization or coding bits
reasons. 1. As noted before, the relation between the bithat will be expended for the macroblock.
count and the quantization parameter is modeled by an The estimate for a particular combination of class and
equation whose unknown parameters are derived from emquantization parameter is desigrigained by utilizing the
pirical data and adaptively updated with the actual bit knowledge of bit counts measured for previously encoded
counts measured for the macroblocks. 2. After the encodingmacroblocks having the same combination. The previously
of each macroblock, the quantization parameters of the re-ancoded macroblocks could be from the same sequence’s

maining macroblocks are updated to compensate for anypast (online training or different sequence®ffline train-
errors in the bit count estimation process of the encodeding),

macro- ) o This first stage resembles the method of Puri and
block. 3. The data content of a macroblock is exploited in Aravind1® but we also consider the coding mode for the
the parametric equation. purpose of macroblock classification. The incorporation of

While the proposed method retains features 2. and 3. agpe coding mode information could be critical, since we

critical ones for tight buffer contro_l, it generates the model 53ve observed that conditioning on different coding modes
of the relation between the quantization parameter and thgegyts in nonlinear estimates that are widely different for

bit count for a macroblock solely from empirical data, and certain pairs of macroblock classes and quantization param-
does not assume any parametric equational form. The Paragierg

metric rate versus quantization parameter equations used in |, .the second stage, we employ a conceptually simple

the literature are either based on certain assumptions abOLgtrategy of near-uniform assignment of quantization param-

—10 .. . .
g;)e n;ﬁ’y‘érﬁ%he O;ra?‘nnetrecmepln;?lonObs?:évt?tl?—in: Kc')rfn g':] d eters to the macroblocks of a frame to achieve a high ob-
unes: P Ic équation u y M€, Kim, jective frame reconstruction quality. This is substantiated

H 12,13 B
lzation parameter and the maroblaok dat trogh a vanDY, Prévious work that  has experimentdly and
P : 9 theoretically® demonstrated that the rate-distortion perfor-
able representing the percentage of zeroes among the dUal ance of assigning the same quantization parameter to all
tized DCT coefficients. The model in the proposed methodthe macroblocglis 0% a frame isq close to thgt of assianin
provides a good fit by avoiding any such assumptions about ; : : - gning
the source, and also by accommodating substantially highetrate-dlstomon optimal quantization parameters. Our experi-

degrees of freedom in its design process. In the parametricfnents demonstrate that the objective frame reconstruction

equations that model the bit count versus quantization pa-duality achieved by this strategy is as good as or even bet-

rameter relatio; 1 the number of parametefsence the ter _thgn that achiev_ed by the strategy of the rate-distortion
degrees of design freedgns limited due to the high com- optimized quantization parameter assignment of TMINE.
plexity required for a design with a large number of param- _'Néar-uniform assignment of the quantization parameters
eters. In Chiang and Zhafigthe root mean square error results in the codln_g qf all the_ macrobloc_ks in a fra_me at
(rmse of the bit count prediction is said to diminish fabout the same obje_ct|ve qua_llty. In (_:ertaln apphcat_lons, it
quickly beyond a second-order polynomial approximation IS necessary to define a region of interé&0Ol), which
to the rate-distortion function. However, the reduction in N€eds to be coded at a higher perceptual quality than the
rmse from a second-order approximation to a third-order Packground. An elegant way to achieve this goal by means
approximation is seen to be considerably lafgee Chiang of a visual sensitivity function is present_ed _by Daly, Mat-
and Zhanf) for the purpose of tight buffer regulation. thews, and Ribas-Corbéfefor the determination of quan-
Hence, high-order approximations are necessary for goodization parameter weights in a TMN8 encoder. Such an
bit count estimation accuracy, even though they may bea@pproach yields significant bit rate savings for the same
infeasible. In contrast to the methods that employ paramet-Perceptual quality inside the ROI for sequences with sig-
ric equational forms for their models, the model of rate hificant detail in the background. Perceptual quality optimi-
versus quantization parameter relation in the proposedzation inside the ROl was not pursued in our work.
method is comprised of a discrete set of nonlinear mini-  Our work extends Puri and Aravind's classification-
mum mean square errdMMSE) estimates. The design based nonlinear estimation method in two major ways. The
complexity of the model is manageable even when the setquantization parameters of the macroblocks of a frame are
is large. initialized prior to their encoding by near uniform assign-
The first stage of the proposed method is the bit countments to achieve high objective reconstruction quality,
estimation process for each macroblock and quantizationwhile the sum of the bit count estimates for the macro-
parameter pair. A sample statistic representing macroblockblocks very closely approximates the target number of bits
activity, such as the standard deviation or the mean of ab-for the frame. After the encoding of each macroblock in the
solute valuegof motion compensated difference value$ frame, the quantization parameters of the remaining mac-

500/ Journal of Electronic Imaging / July 2003/ Vol. 12(3)
Downloaded From: http://electronicimaging.spiedigitallibrary.org/ on 04/10/2013 Terms of Use: http://spiedl.org/terms



Classification-based macroblock layer rate control . . .

F c B(G,,d,,
G Eert?;,?:i(e)r . Classifier . Estim ator (Cardart)
V(. U(.,.
T(..) ) (=)

I

Fig. 1 Block diagram of the bit count estimation process for each macroblock.

R q

roblocks are updated to meet the remaining number of bitsfor each combination of quantization paramegeand cod-

for the frame. ing modedg, whereE[.] in Eq. (1) is the expectation of its
The organization of this work is as follows. The bit zrgument with respect t65.

count estimation process is outlined in general terms as “However, in practice, the complexity of such a joint de-

well as by means of a practical example in the next section.gijgn, is prohibitive. In our implementation, the mappidg

Section 2 also discusses the practical design aspects of @ oniy one designed to minimize the expected cost,

nonlinear estimate from empirical data for a particular com- while the mappingd andV are determined priori.

bination of macroblock class and quantization parameter. In At the first step. mappind extracts the feature vector
Sec. 3, the strategy of near-uniform quantization parameter P, pping

assignments to the macroblocks of a frame is described inf R PY @cting onGg anddg

detail. The methodology of Sec. 2 can be applied to esti-

mate either the number of coding bits or the number of Fr=T(Ggr,dr).

quantization bits and only some of the overhead bits of a . ) .
macroblock. Section 4 explains these two variations of the  SPecifically, let us denote the set of pixel locations of the
proposed rate control method. Experiments providing ratel 'th block of the R'th encoded macroblock agjr. Let
control accuracy and objective frame reconstruction quality |} r(X,y) be the luminance or chrominance value or the
comparisons with the rate control methods of TMN5 and motion compensated difference value thereof at location
TMNS are presented in Sec. 5. Complexity issues are dis-(X,y) in gjr with xe{1,...,8, ye{l,...,8, and ]

cussed in Sec. 6. e{1,...,6. The mean of thg'th block
. N . _ 1
2 anllnear Estimation of the Number of Coding | R=ms E 1 r(%,Y)
Bits 64(xy)<g; -

A functional block diagram for the process of estimation of .

the number of quantization bits and some or all of the over- MY be used to compute the rms value of the non-intra-dc
head bits to be expended for each macroblock is shown incoefficients of theR’th macroblock

Fig. 1. While we explain the three major blocks in this

estimation process in general terms, we also give a practical . _ i E
example of how an estimate of the number of bits to be IR™ 384 <1
expended for an intracoded or an intercoded macroblock

can be obtained. The approach outlined here is readily ap1n this equation, the means of the blocks of an intercoded
plicable for use in an H.263 or simple profile MPEG-4 macroblock do not have to be subtracted, since the motion-

encoder, but it can also be adopted for use in othercompensated difference macroblocks usually have blocks
standards-based encoders with trivial modifications. with very small means.

Let Gg denote the vectorized macroblock luminance and  |n our implementationg g anddp, are taken as the com-
chrominance value®r the motion compensated difference ponents of the feature vectéis. Such a heuristic choice
values thereof Let dr denote the index assigned to the yie|ds a feature vectoFg of small dimension, which pre-
coding mode of theR'th encoded macroblock in a se- gerves the significant information (B correlated with the
quence of coded macroblocks, such tHat=0 when the  number of quantization bits to be expended. The fact that
macroblock is intercoded arak=1 when it is intracoded.  the rate-distortion bound for a common source model, such
Let g denote the tested value of the quantization parameteras Gaussian or Laplacian, is parameterized by the source

1/2

[15,RO%Y) —dglj r]?
..... 8 (x.y)€gj r

for the macroblock. In Fig. 1, the mappings V, andU variance is the motivating factor for taking sample statistic
are applied in sequence to yield an estimB(€r,ds,q)  ¢r @S a feature vector component. _
of the actual number of coding biB(Gr,dr,q) for the Since the squared error distortion is proportionatjfo

macroblock. Let the cost of estimatifg(Gg,dr,q) by and the distortion is related to rate through the operational
. ' ROERY rate-distortion characteristics, which we assume is param-
B(Gr,dr,q) be denoted by C(B(Gg,dg,q),

" : eterized only byog, the number of bits expended for a
B(Ggr,dgr.q)). Ideally, these three mappings should be macroblock can be expected to be largely determined by

jointly designed to minimize the expected cost the choice for the quantization parameter A different
o R sample statistic, such as the mean of absolute valokes
C(dg,q)=E[C(B(GRr,dRr,q),B(Gr,dr,q))], (1) motion compensated difference valued luminance and
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chrominance values, can also be used if the complexity ofthis choice, the cost functional of E) is minimized by

computation ofog is an issue. On the other hand, the ob-

the class conditional expectation of the number of bits to be

servation that the difference between the number of bitsexpended
required by intracoded and intercoded macroblocks is large

for certain combinations oftrg and g is the motivating

U(cr,0)=E[B(Gg.dr.)[V(T(Gr,dr)) = Cr].

factor for using the coding mode as another feature vector

component.
At the second step, classification mappwgnapsFg to
a class indexgy
CR:V(FR), CRE{l, - L}
In our implementation, this is achieved by quantizitng

with a secondary uniform scalar quantizer having bin gize
to get level

o .
{_R it oR<l mad
= ) ,
else

)

Imax
and combining g with modedg, to get class
Cr=V(T(Gg,dr)) =Igr+ dr(Imaxt 1)

for the R'th encoded macroblock, wherg,,,+1 is the
number of levels of the secondary quantizer. The secondar

Let Z be the number of macroblocks in a frame and
macroblockR be in thek+1'th frame, so thakZ<R
=<(k+1)Z. By measuring the number of actual bits ex-
pended forP,,(cg,q) previously encoded macroblocks
with indices (:1<r<kZ), which are of class
V(T(G,,d,))=cgr, and are coded with quantization pa-
rameterQ, = q, the conditional expectation fdJ(cg,q) is
estimated as

1

PkZ(CR yQ) r:lsr<kz, Q,=q,
V(T(Gy .dp))=cr

Uiz(cr,Q) = B(G,,d,,Q,),

(4)

where the updated estimate for mappidg...) after the
encoding of each framekgZ’th macroblock is denoted as
Uyx(...). To refrain from repeating this summation for

largek, a recursive update form of the previous equation is
used in our implementation

Yy

quantizer employed in the classification stage is different _

than the primary quantizer employed in the main coding

loop. Hence macroblocks getting mapped to the same class
are of the same coding mode and have similar data content

in terms of the sample statistic used.

The classification mapping applied to the feature vec-
tor should result in an insignificant loss of the significant
information extracted from the macroblock. In our imple-
mentation,d is small enough such that any further reduc-
tion in its value yields insignificant improvement in estima-
tion accuracy(decrease in rms of estimation error is less
than 1%. For a givend, | 4 iS large enough such that the
or for a negligibly small number of macroblocks of the
training sequences excebg,,d.

At the final step, the mapping provides an estimate of
the number of bits to be expended for the macroblock

B(Ggr,dr,q)=U(Cg,q).

GivenT andV, one may rewrite Eq(1) as

C(dg,q)=2, p(cr)E[C(B(Gg,dr.q),
CR

U(cr,a))|V(T(Gr,dr))=Crl, )

with  p(cg)=PHGgr:V(T(Gg,dg))=cg}. The design
problem of the mappingU is the minimization of
E[C(B(GRr,dr,q),U(cr,q))|V(T(Gg,dr))=cg] for any
specifiedq,dg pair.

Since the rms of the estimation error for the number of
bits to be expended is commonly ué€do assess estima-
tion accuracy in rate control, the cost function employed in
our implementation is of the forrE(a,b)=(a—b)?. For
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Ukz(Cr,Q)

=
[r:(kfl)Z<r<kZ,J

B(G,,d;,Qr) +P1yz(Cr ,Q)D(k—l)z(CR ,q)

V(T(Gy .d))=cr
Qr=q

Pz(Cr,a)
5

The summation is oveP,;(Cg,q) —P1)z(Cr,d) mac-
roblocks in the last encoded frame, which are of clags
and are coded with quantization parameateiVe have de-
termined that the most recently encoded macroblocks gen-
erally yield more accurate estimates. Hence, in @&j.the
number of bits expended for the most recently encoded
macroblocks are emphasized by applying

Pyz(Cr,Q)—Pyz(cr,q)/2

P-1)z(Cr,q) P -1)z(Cr,q)/2 It Pz(Cr.Q)> Prax.

(6)
Equation(5) is like a weighted average of the prior estimate
of the previous frame and the new estimate based on the

observations from the current frame. The weight of the new
estimate is

_ Pk-1)z(cr,0)

1
Pyz(Cr,0)

and that of the prior estimate is

P-1)z(Cr,q)
Pyz(Cr,0)
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Note that we allow the weight of the new estimate to be 2) Bit count estimate vs. quantization p for
small if the number of macroblocks of clasg coded with

parameteq is small. This way a single macroblock of class
Cr coded with parameteg in the new frame cannot exces-
sively degrade the estimate if it is an outlidit expendi- 1oc00 \

100000

ture does not represent bit expenditures for other macro-

blocks of clasg coded with parametey). On the other % 1000 1—= ATrrar—
hand, we do not allow the weight of the new estimate to be ¢ S alnter, level=50
smaller than a constant,P,.,, so that the most recent bit o 14 Xx a X rter level=10

count measurements are prevented from having little effect

" ""‘lj\‘_‘_.ﬁ
X A
on the estimate’s value. o \ \-\

Especially wher ., is kept large to minimize informa- \ R %3
tion loss during classification, it is possible that the training . . xx XX
data may not contain any macroblocks of clagscoded 0 5 15 20 2 3B 3
with quantization parametey [Py»(cr,q)=0], and the Quantization parameter value 4
corresponding estimate,(cg,q) will not be populated. T e e codud mamaploch "
In this case, we approximate,,(cg,q) by U,z(ck,q) for 10000

the classcg, which is of the same coding model{

=dg), closest levelminimizes|l;—1g|), and is populated 1000 |
[sz(C&,Q) ;EO] M ¢ inira,levei= 0
100 x A Intra, level=50
T ovns '

X Intra, level=10

Blt count estimate

3 Quantization Parameter Selection

The technique of bit count estimation presented in the pre-
vious section constitutes the basis of the proposed rate con )
trol method. Based on this technique, the quantization pa- 0 5 10 15 2 2 3 35
rameters are determined with low complexity but without Quantization parameter valua g
.rtlgor(.)us optlmrl]zatlon f?r Qvetr_all f?meéeconSt:ucﬁlontqual_ Fig. 2 Plots of the bit count estimate versus quantization parameter
I Y, Sm_ce SU_C _an op w_mza on ase_ on ac ua_‘ ra_‘ € andvalue. Each curve is a best polynomial fit for data points of a differ-
distortion pairs is not suitable for real-time encoding imple- ent macroblock class (indicated on the right). The curves are ap-
mentations with little or no hardware assist, and an optimi- proximately linear for quantization parameter values larger than 5,
zation based on approximate rate and distortion mébdels suggesting that the logarithmic modeling of rate-distortion function is
need not be accurate valid, and uniform assignments of quantization parameters to mac-
. . ) L . roblocks should be close to optimal in this range.

Let us first gain some insight as to why uniforfar
near-uniform quantization parameter assignment may be a
good strategy by modeling the bit count versus quantization
distortion characteristics of the'th coded macroblock by ior is approximately logarithmic, suggesting that the uni-

the equation form quantization parameter assignment could be close to
optimal in this range.
crEe Initially, in our implementation, valug; is assigned to
Rr(Dr)= ma>< b,b+a IogD—R) , the quantization parameters of the fitgtmacroblocks of a

frame (in a predetermined scan orgleand valueq,=Qq;

where constart represents the overhead rate arfdis the +1 is assigned to the quantization parameters of the re-
variance of the non-intra-dc coefficients in the macroblock. maining Z—Z, macroblocks to achieve near-uniform spa-
Considering only coded macroblocks, for whiblx< o3, tial reconstruction quality. Raster scan order and reverse
it is straightforward to show that the constant slope operat-raster scan order are alternately employed from frame to
ing point conditioR" for optimal rate allocation to macro- frame to achieve subjective temporal smoothness. To deter-
blocks translates to equal macroblock distorti¢ns., D mine the best;,Z, pair, g7 ,Z5 , we first setq, =30, Z,
=D). This suggests that the quantization parameter, the=0, and then iteratively increme#t, (moduloZ) and dec-
square of which is proportional to mean-squared error mac-rementq, each timeZ,=0 until the difference between the
roblock distortion, should be the same for all the macro- target number of coding bits and the estimated number of
blocks of a frame. This result is also supported by Nicoulin coding bits for the macroblocks of the frame is minimized.
et all® After the encoding of each macroblock, we update the

In Figs. 2a) and 2Zb), we plot the bit count estimate values for the quantization parameters in a similar fashion
versus quantization parameter curves for three differentuntil the difference between the target number of coding
classes Ig=0, 10, 50) obtained by the application of Eq. bits and the estimated number of coding bits for the
(4) (I max=100, 6=4) on a training set of four sequences Mainingmacroblocks of the frame is minimized.
coded at various frame rates for intracoded and intercoded Specifically, letZ, denote the number of encoded mac-
macroblocks, respectively. Note that if we exclude the high roblocks in thek+ 1'th encoded frame, anB; denote the
rate region §<5) for intracoded macroblocks, the behav- target number of bits for the remainiZg- Z; macroblocks.
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The best pair for the raster scan order is given by measured beforehand, if the dependencies of these elements
on the quantization parameters are removed.

Oz = argmin U.(c, .q0) Let us consider the cost for each class and quantization
1o (01, Z0 01 € (130)Z0 e (02— 1} | e kT Tyt 1 ! parameter for the direct e_stinjation of the number of coqing
kz+2Zo} bits (the sum of all quantization bits and all overhead )bits

+ > Uc, 0.~ Brel. )
re{kZ+Zy+1,...,

(k+1)Z}

C(c,q)=E[C(B(Grg,dr,),U(Cr,a))|V(T(Gg,dr)) = Crl,

=E[(B(Gg,dr,q) ~ U(Cr,q))?|V(T(Gg,dr)) =Cgl,
A similar expression may be used to determine the best pair —E[(B— E[B|cx])?/cal,
for the reverse raster scan order.

Each time a macroblock is encoddgkr, the available  where we have substituted the optimal estimate for
bit budget, is reduced by the number of bits expended toU(cg,q) for the squared error cost function and also have
encode that macroblock, arg is incremented by one. used the shortharB2B(Ggr,dg,q). Similarly, the cost for
Reapplication of Eq(7) (for raster scan ordgdjustsqy each class and quantization parameter for the estimation of
and Z% (Z%>Z,), so that the total number of bit count the sum of all quantization bits and some overhead bits may
estimates for the remaining macroblogksacroblocks with ~ D€ expressed as
indiceskZ+Z;+1 to (k+1)Z] in thek+1'th frameisas _
close as possible t@g. This adaptive updating of the C*(cr,q)=E[(B“—E[B*|cg])?|cr],

quantization parameters prevents bit count estimation errors L .
from accumulating. whereB“=B—B?” denotes the sum of all quantization bits

and some overhead bits for a macroblock of clgssand
quantization parameteay. Since the number of remaining
overhead bitB” can be directly measure“(cg,q) is

ealso the total cost for this case. The difference between the
cost expressions can be shown to be

4 Estimation of the Number of Quantization Bits

The rate control method introduced in the previous sections
can be implemented by estimating the number of quantiza-
tion bits and all or some of the overhead bits expected to b
expended for each macroblock. The estimate for demsd
quantization parametey can be trained with the sum of all
guantization bits and all or some overhead bits expende
for macroblocks of clasg and coded with quantization
parameterg. When the sum of all overhead bits and all
guantization bits is estimated, we call this basic algorithm
“New.” In another variation of the algorithm, the sum of
only some overhead bits and all the quantization bits is
estimated, and this estimate is combined withrtteasured
number of remaining overhead bits to yield the number of
coding bits expected to be expended. We call this algorithm
New-.

In our software encoder implementation, which is simi-
lar to the baselindannex modes turned 9fTMN5 soft-
ware encoder provided by Telenor Research, Norway, th
R/Iucr:anPecr:, Oéé);s{’rhzr?g BHQSUX)I\rITl,_'.vleﬁ?chd?jtgpélr?édsoncglgi If 3“ is estlmated_, then the target number of &S, is
quantization levels and are not available prior to the selec-US€d in place 0Brg in Eq. (7), where
tion of the quantization parameters, have to be estimated.

The number of bits for the motion vectors can be measuredg« _g___ BY.

prior to the selection of the quantization parameters and do ' * R re{kz+2z,1,...k+1)Z}

not have to be estimated. However, the measurement of the

number of overhead bits for the motion vectors requires theWe refer to the variation of the algorithm in which an esti-
differential motion vectors to be formed and coded. This mate forB* is added to a direct measurement ®¥ to
might increase storage and computational complexitiesyield an estimate foB asNew* to distinguish it from the
partly because the bits representing differential motion vec-pasic algorithniNew, in which an estimate foB is directly
tors cannot be readily placed onto the bitstream. The datagptained.

partitioning error recovery option of MPEG-4 video, which
places the bits for all the motion vectors before the bits for .
the quantized transform coefficients in the bitstream, allows® EXPeriments and Results

the total number of motion vector bits to be measured be-A series of experiments was performed with a baseline
fore the quantization parameters are determined, and elimiH.263 TMN5 software encoder compiled with a GNU C
nates the need for additional manipulation and storage ofCompiler V. 2.95.3 on a SuSE Linux 7.2 workstation
motion vector bits. In other possible encoder implementa-equipped with a Pentium Il 733-Mhz CPU and 256-
tions, the number of bits for other overhead data elementsMbytes RAM. Seven QCIF format test image sequences
can be Akiyo, Carphone, Claire, Coastguard, Container, Foreman,

dE(CR Q) — C*(Cr,0) = 2pgrpr0pr0gy+ Ugw

wherepg«gy IS the correlation coefficient between the ran-
dom variable8* andB”. The advantage of estimatirgf

is best realized if the correlation coefficient is 1, and there
will clearly be an advantage if the correlation coefficient is
nonnegative. Nonnegativity of the correlation coefficient is
seen to be generally true if we consider that within an im-
age sequence, fast-motion spatial regions with high motion
vector rates yield a higher expenditure of quantization bits
when coded for the same reconstruction quality as the slow
motion or still regions with low-motion vector rates. It is
not unreasonable to assume that motion-compensated pre-
€diction works at its best for slow or no motion.
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Table 1 Root mean square of the deviation of the number of actual bits from the target number of bits

for a frame.
Kbits/sec,

Hz Akiyo Carphone Claire Coast Container Foreman Silent
TMN5 48, 10 522.9074 447.9988 508.2179 322.0074 843.6012 599.6318 570.2511
TMN8 48, 10 67.30187 67.38460 31.35741 25.09723 153.5764 154.2529 50.18723
New 48, 10 51.38614 38.54302 32.38018 73.13922 57.98741 139.2940 40.80232
New * 48, 10 63.91765 21.34540 34.59150 27.76270 44.18353 126.2758 36.03157
New (No 48,10 769.6659 555.6503 573.4841 451.9917 417.7489 674.2913 615.0949
update)
TMN5 128, 30 766.4395 687.7349 756.6903 528.9618 820.5396 477.6827 631.2123
TMN8 128, 30 102.4280 30.32600 89.10433 23.47954 263.0058 62.41379 44.03354
New 128, 30 58.08786 21.39399 45.47047 41.6393 51.06416 41.54713 38.94909
New * 128, 30 63.63928 20.34995 41.29809 17.27734 53.35861 48.30791 43.29882
New (No 128,30 675.3783 376.2962 480.9339 344.6069 344.5858 433.2839 538.0238
update)

and Silent were coded at 48 Kbits/sec and 10 frames/secMother and Daughter, Hall Objects, and Susie, sampled at
and 128 Kbits/sec and 30 frames/sec. All coded sequenceframe rates 30, 15, 10, and 7.5 Hz, and quantized uniformly
were 10 s long except for Silent, which was 15 s long. The with the same quantization parameter, assuming all values
first frame of each sequence was coded as an | fr@vith in the range 1...,31. Before the encoding of a test se-
quantization parameter set to)1and the remaining frames  quence, the number of occurrences for each combination of
were coded as P frames. The frame layer rate controlclassc and quantization parameter was initialized to a
method of TMNS was employed. small valu€[i.e., Py(c,q) =0.1], if the corresponding table

In the TMN8 frame layer rate control method, the en- engy had been populated with training data. Table entries
coder buffer is emptied out at a rate RfF bits per frame  \yere (adaptively updated after the encoding of each frame
interval, whereR and F are the channel and frame rates, of the test sequences by the application of & with the
respectively. For as long as the number of bits in the en-number of bits expended for the macroblocks of that frame.
coder bufferW is larger than a maximum value! after  Choice of P,,,,=512 in Eq.(6) enabled sufficiently fast
emptying outR/F bits in one frame interval, future frames adaptivity of the table of estimates to the incoming data.
are not encoded, but skipped. Hel¢, can correspond to Tables 1 and 2 show the rms and the maximum, respec-
the buffer capacity, wher® =R/F is a suitable choict’ tively, of the deviation of the actual number of expended
The target number of bits per frame is specifiedBag bits from the target number of bits for the frames of the test

=R/F—A, where the correction factor sequences coded with all of the rate control methods. The
accuracy of the proposed method is seen to be superior to
W/F, W>0.1M the accuracy of the TMN5 rate control method for each

experiment, and slightly better than the accuracy of the
TMNS8 rate control method on the average. The variation
New* exhibits a distinct performance advantage over the
variationNew for test cases of Coastguard coded at 10 and

. . . 30 frames/sec, and Carphone, Container, Foreman, and Si-
number of frames is approximatef§/F. Note that if the lent coded at 10 frames/sec. In all these cases, the rate

target buffer fullness of 0.1 is met after a frame is en-  qntribution of motion vector estimates is large.
coded, andR/F bits are emptied out, then the correction The number of bits encoded with the variatiNew and
factor becomea =0 for the next frame. the TMN8 method is seen to be nearly constant for each
The results for the TMN5 encoder incorporating the two frame of the Foreman sequence coded at 48 Kbits/sec and
variations (New and New) of the proposed macroblock 128 Kbits/sec, as shown in Fig. 3. As a consequence of
layer rate control method are presented and compared withransmitting the desired number of bits with these methods,
the results for the TMNS encoder incorporating the mac- the resulting buffer fullness could be reduced to the target
roblock layer rate control methods of TMN5and  fullness of 10% of the frame skip threshold and/or main-
TMNg 810 tained at this low level with these methods, as shown in
For the implementation of the proposed methggd, Fig. 4. The large variations, seen in Fig. 4, in the buffer
=100, =4 were used in Eq(2) to get a good tradeoff fullness level for the rate control method of TMN5 some-
between preserving the variance information and keepingtimes resulted in additional frame skips in some of these
the classification complexity low. A universal lookup table experiments when the frame skip threshold was exceeded.
of estimates was created offline by the application of Eq. The method of TMN8 and the variatiodNew of the pro-
(5) with the number of bits expended for the macroblocks posed method did not require any additional frame skips.
of the first ten frames of the training sequences News,For scenes where the human eye can track uniform motion,

A= W-0.1IM, otherwise

provides feedback to maintain buffer fullness ¥
=0.1M, while the average number of bits per frame over a
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Table 2 Maximum deviation of the number of actual bits from the target number of bits for a frame.

Kbits/sec,
Hz Akiyo Carphone Claire Coast Container Foreman Silent

TMN5 48, 10 1728.000 1725.600 1578.399 792.0000 1160.000 1866.399 1477.600
TMN8 48, 10 256.0000 571.2001 122.3999 75.20019 1296.000 768.0000 280.0000
New 48, 10 265.6000 188.7998 120.0000 376.0000 280.0000 759.2001 142.3999
New * 48, 10 392.0000 72.00000 111.2001 75.20019 137.6000 728.0000 136.0000
New (No 48,10 2340.799 1588.799 1739.200 2492.799 1536.000 2368.799 2008.000
update)

TMN5 128, 30 3195.333 2316.666 2840.399 2105.399 2770.466 1572.666 3153.533
TMN8 128, 30 420.3999 243.6000 417.6665 91.33349 1791.333 344.9331 353.8666
New 128, 30 381.3334 116.6665 260.2666 330.6665 281.9331 230.6665 269.7998
New * 128, 30 361.5332 92.60009 268.6665 102.3999 324.6000 188.0668 312.6665
New (No 128,30 2897.133 1396.333 1934.133 2641.666 1537.333 1371.466 3106.133
update)

frame skipping is easily perceptible. Frame skipping may posed method is slightly more robust than the method of
not be tolerable in sign language or lip-reading video ap- TMNS8 in high-stress conditions, such as the rapid camera
plications. movement in the middle of this sequence.

As seen in Fig. 4, the experiment of the coding of Fore-  One can also put the rate control accuracy of the pro-
man at 48 Kbits/sec and 10 frames/sec reveals that the proposed method into better perspective by referring to Ribas-

Foreman 48Kbits/sec 10frames/sec  Bits transmitted per frame
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—— New Method
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=
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Z ol St S Ear @ ST A A w3 Ry s A BB b oapVy b e Method of TMN5
4000
3500
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50 100 150 200 250 300
Frame No.
Foreman 128Kbits/sec 30 frames/sec Bits transmitted per frame
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H
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2 e | BiAEE SR LA Sedn et ] Bl nbiiliad t G BRSMEE B Method of TMN5

3750 14

3250 -

2750

[+ 50 100 150 200 250 300
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Fig. 3 Plot of the number of bits transmitted (encoded) for each frame of the Foreman sequence. Two
frames were skipped in the 48 Kbits/sec, 10 Hz case and four frames were skipped in the 128
Kbits/sec, 30 Hz case with the TMNS5 rate control method. No frame skips occurred for either case with
the proposed and TMNS8 rate control methods.

506 / Journal of Electronic Imaging / July 2003/ Vol. 12(3)
Downloaded From: http://electronicimaging.spiedigitallibrary.org/ on 04/10/2013 Terms of Use: http://spiedl.org/terms



Classification-based macroblock layer rate control . . .
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Fig. 4 Number of bits remaining in the buffer after the transmission of each frame.

Corbera and Lef,where the TMN8 macroblock layer rate  demonstrate the importance of this feature by showing that
controP~1%in the MPEG-4 codec is reported to yield a bit when this feature is disabled, the resulting deviations from
rate closer to the target than that of the ViMiacroblock  the targets are comparable to the deviations for the TMN5
layer rate control with far fewer frame skips as well. method at high frame rates and exceeds the deviations for
Adaptive updating of the quantization parameter valuesthe TMN5 method at low frame rates.
after the encoding of each macroblock, as discussed in the Table 3 shows that on the average, the two variations of
last paragraph of Sec. 3, is the feature of the proposedhe proposed method outperform the method of TMNS5 in
method that extends the work of Puri and Aravihdbr terms of average reconstructed P frafiueninance PSNR,
tight buffer regulation. The last rows of Tables 1 and 2 mainly due to the better utilization of the buffer. The TMN5

Table 3 Average P frame reconstruction PSNR for luminance components obtained with rate control

methods.
Kbits/sec,
Hz Akiyo Carphone Claire Coast Container Foreman Silent
TMN5 48, 10 40.32836 32.71587 41.19091 28.89683 35.11866 30.06927 34.23884
TMN8 48, 10 40.70438 32.71185 41.39898 28.89479 35.44360 30.00732 34.16804
New 48, 10 40.75367 32.77463 41.45683 28.94061 35.58762 30.06463 34.22925
New “ 48, 10 40.74153 32.78206 41.43561 28.94183 35.51567 30.08371 34.22804
TMN5 128, 30 42.70044 33.66689 43.29551 30.35431 36.95077 31.97853 36.71260
TMN8 128, 30 42.81043 33.59821 43.29875 30.29700 37.02414 31.80528 36.64921
New 128, 30 43.12215 33.66235 43.46402 30.36023 37.28148 31.87606 36.79819
New * 128, 30 43.21963 33.65882 43.44765 30.36161 37.29986 31.87794 36.78997

Journal of Electronic Imaging / July 2003/ Vol. 12(3) / 507
Downloaded From: http://electronicimaging.spiedigitallibrary.org/ on 04/10/2013 Terms of Use: http://spiedl.org/terms



Bayazit

Accuracy of estimation

450 1 ,
-
L
. -
400 r
~
//
-
350 -
-
-
7
£ a0
1
i O
8 - .
a -
= 250
° - . -
i ~ & Experimental
£ o’ — — ldeal
H .
£ 200
3 R .
H 7y *
E * 00 .
g 150 e -
*
o
180 200 250 300 350 400 450

Actual number of bits per MB

Fig. 5 The scatter plot of the estimated number of coding bits versus the actual number of coding bits
for five frames of the Foreman sequence (48 Kbits/sec, 10Hz) confirms that the estimation process
has a near-zero bias and a small estimation error variance (data points are centered and clustered
around a line of unity slope).

rate control method frequently yields an average codingnumber of coding bits is plotted against the actual number
rate that is far lower than the target rate, whereas the pro-of coding bits for each macroblock of five equispaced
posed and the TMNS8 rate control methods can achieve thecoded frames taken from the Foreman sequence. The esti-
target rate almost exactly. For example, for the Containermation method can also accurately predict noncoded mac-
sequence at 30 Hz, actual average rates with the rate conroblocks, where the number of estimated coding bits is usu-
trol methods of TMN5, TMNS8, andNew are 122.90, ally close to 1.

127.85, and 128.06 Kbps, respectively, for a target rate of

128.00 Kbps. In the only test case of Forenia@8 Kbps, 6 Complexity Issues

30 H2), where the average reconstructed P frame PSNR|nsights into the complexity of the proposed method can be
value for the TMN5 rate control method has exceeded thatgained by analyzing the method in several steps. As with
of the proposed method, the TMNS rate control method most other macroblock layer rate control methods, which
skipped four frames, and the average number of @896  exploit macroblock data conteff;*%'°a macroblock sta-
bits) that were coded per frame with the TMN5 rate control tistic needs to be computed for all the macroblocks in the
was more than the targeted average (128000/30first step of bit count estimation. This either implies the
=4267 bits). motion estimation to be completed for all the macroblocks

On the other hand, the fact that the average recon-before the DCT, quantization, and coding, or the motion
structed P frame PSNR is consistently better with the two estimation to be performed twice, once for the purpose of
variations of the proposed method than with the method ofrate control and once for the actual coding of the macro-
TMN8 suggests that the conceptually simple strategy of block. Hence memory or speed requirements increase over
near-uniform quantization parameter assignment could rivalthe simple TMN5 rate control methdd However, we note
the rate-distortion optimized assignm&nf strategy, utiliz-  that this first step is also performed in the TMNS rate con-
ing approximate rate versus quantization parameter and distrol method.
tortion versus quantization parameter relations. In the second and third steps of bit count estimation, the

One can put the objective video quality advantage of thescalar quantization of the macroblock statistic is imple-
proposed method into better perspective by working with mented by comparison operations, and the mapping of the
bit rate savings rather than PSNR gains. For example, forclass to a bit count estimate is implemented by a table
Akiyo, coded by TMN5 and TMN8 at 48 Kbits/sec and 10 lookup operation for each quantization parameter value.
Hz, the PSNR gains in Table 3 translate to bit rate savingsThe total complexity of these stages is not more than that of
of 8.3 and 0.8%, respectively. For Coastguard, coded bythe evaluation of the parametric rate versus quantization
TMNS5 and TMNS at 48 Kbits/sec and 10 Hz, the bit rate parameter equations in other meth4ds, which require
savings are 1.1 and 1.5%, respectively. multiplication and division operations.

The method of nonlinear MMSE bit count estimation, Finally, for quantization parameter assignment, as with
which forms the basis of the proposed rate control method,some of the other methods!'!a search for the optimum
yields a near-zero bias as well as a small error variance atcombination of quantization parameter values for the
all rates, as shown in Fig. 5. In this figure, the estimated macroblocks, yielding a total bit count estimate closest to
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Table 4 Average execution time for the processing of P frames of Even though the macroblock classification-based bit
I:Z?\tfglr?nn;?r?ozgq(lfjieE(r:eescc?gtzcijn:Ii1)8 ';\kj'efff?ﬁ t?xfjn‘év)'th therate  coynt estimation in the proposed rate control method is
9 Y gng i similar to that of Puri and Aravinf the proposed method
can achieve high objective spatial quality and improved
rate control accuracy for tighter buffer regulation due to the
Time(sec) 0.0378 0.0410 0.0423 0.0425 fOIIOWing key features. 1. COdIng mode as well as macro-
block data content is used in macroblock classification. 2.
The sum of all quantization bits and some overhead bits is
estimated and combined with the number of remaining
overhead bits, which are directly measured. This process
the target number of bits for the frame, must be conducted.generally yields more accuracy than the direct estimation of
An exhaustive search requires the bit count estimates to behe number of all coding bits of a macroblock. 3. The quan-
made for all values of the quantization parameter that cantization parameters are adjusted to meet the remaining bit
be assigned to each macroblock. INf be the number of  budget for the frame after the encoding of each macro-
quantization parameter values that can be assigned to eachlock.
one ofZ macroblocks of a frame in which; macroblocks The performance of the proposed rate control method
have already been coded. Then the upper bound on théias been demonstrated to be better than the methods of
number of different combinations of quantization parameter TMN5'" and TMN&~*°in terms of average P frame recon-
assignments that will be considered N%_le The near-  Struction PSNR and bit rate control accuracy. This comes at
uniform quantization parameter assignment process of Sect.he expense of an affordable computational complexity in-
3 lowers this upper bound down 9.(Z—Z,) combina-  Cease over the methods of TMN5 and TMN8 due to the
' e ar: " guantization parameter assignments.
tions by permitting up to one step size transition of the
quantization parameter per frame. The constrained search,
which needs to be repeated after each encoded macroblock
is nevertheless computationally less attractive than theFreferences
method of TMN8~1% which directly yields the quantiza-
tion parameter given the standard deviations of the macrob- ; ¢ 1 ng, s. c. chan, and T. S. Ng, “Buffer control algorithm for low
locks. bit-rate video compression,” Proc. ICIP pp. 685—6&p. 1998
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