Introduction to Scientific and Engineering Computing    BIL106E (F)


INTRODUCTION TO NUMERICAL METHODS

(
Reading Assignment: pp: 297-334 of your textbook,


Do the self-test exercises.
(
Up to now, the fundamental capabilities of F programming language have been discussed. Advanced features of F that make programming tasks easier to accomplish will be described next.

(
Real world problems take from weeks to years to develop and may involve hundreds of programmers
. You need to design, to code and to debug the (especially large) programs properly. 

(
Now, you go towards real programming.


Precision, Rounding-Off and Truncation Errors

(
The solution of scientific and engineering problems is a process which usually involves the solution of mathematical problems by numerical, as opposed to analytical means
.

(
real numbers that are stored in a computer as floating-point approximations to their true mathematical values hold to a specified degree of precision.


All real calculations are subject to round-off errors, and the programmer must take care to perform complicated calculations in such a way as to minimize these effects.

(
Overflow will occur if a calculation would result in an exponent for a real number being larger than the maximum possible exponent allowed. Overflow results in an error condition.


Underflow will occur if a calculation would result in an exponent for a real number being smaller than the minimum possible exponent allowed. The result of underflow is that the result of the calculation is treated as zero; it is not treated as an error by many processors.


Examples:

1-)
0.d1d2d3d4x10p,
1(d1(9, 0(d2,d3,d4(9, -9(p(+9, d1(0


External value

Internal representation
37.5 0.3750x102
123.456 0.1235x103
123456789.12345
0.1235x109
9876543210.1234
cannot e represented-exponent is 10 (Overflow)

0.0000012345678
0.1235x10-5
0.9999999999999
0.1x101
0.0000000000375 
cannot be presented-exponent is –10 (Underflow)


2-) 5.0/17.0-12.0/41.0 =0.1435x10-2 (mathematically)


5.0/17.0-12.0/41.0=0.2941x100-0.2927x100=0.0014x100 (in registers)








0.1400x10-2 (in memory)



The error is over 2.4%


The loss of precision resulting from floating-point calculations can seriously affect the accuracy of overall calculations.


Parameterized Real Variables

(
real variables may be parameterised in order to provide more than one representation of real numbers, with differing degrees of precision or exponent range.

(
A processor, which supports more than one representation of real numbers, will specify a different kind type parameter for each representation.


Variable declarations(
real (kind=kind-type) :: list of variable names






where kind-type is a named integer constant


A real variable o constant whose kind type parameter is not specified is of default real type.


Examples:

integer, parameter::kind1=1, kind2=4,kind3=2


real (kind=kind2)::a,b


real (kind=kind1), dimension(10)::c,d


real (kind=4)::a 
!Not allowed

(
The selected_real_kind intrinsic function may be used to determine the kind type parameter of the real number representation on the current processor, which meets, at least, a specified degree of precision and exponent range.


The use of parameterised real variables and constants, in conjunction with the selected_real_kind intrinsic function, provide a portable means of specifying the precision and exponent range for numerical algorithms.


Example:
real (kind=selected_real_kind (p=8, r=30)) :: m

real (kind=selected_real_kind (p=6, r=30)) :: n


Conditioning and Stability

(
An ill-conditioned problem is one whose results are highly sensitive to changes in its input parameters; a well-conditioned problem is relatively insensitive to such changes.

Example:
(x-1)2=10-6
roots: 0.999 and 1.001

(x-1)2=10-2
roots: 0.9 and 0.1

A change of 0.009999 in the constant term of the equation has changed each root by 0.099; a ten times greater change.

(
A stable numerical algorithm is one which provides a mathematically exact answer to a problem that is only very slightly different from that specified; an unstable process provides an answer to a substantially different problem. It is often possible to restate a numerical problem in order to provide a stable algorithm for its solution instead of an unstable one.


Numerical Derivative
(
In engineering or scientific problems, it is often required to calculate the derivative of a function; frequently, such a derivative is expensive or impossible to compute analytically. One method of calculating the first derivative f((x) of a function f(x) uses the so-called Newton quotient:



[image: image1.wmf]small

is

h

where

,

h

f(x)

h)

f(x

(x)

f'

-

+

=

.

(
Do the problem 1 of Class Work!


Solve also the following problem at home:


Write a program to compute the Newton quotient for the function f(x)=x2-3x+2 at the point x=2 (where we can readily calculate that the exact answer is 1.) Your program should print a table showing the value of h and the calculated value of f((x), for values of h starting at 1 and decreasing by a factor of 10 on each repetition. You will find that, when h becomes too small, the calculation loses all semblance of accuracy due to rounding errors.


Matrices and Two-Dimensional Arrays
(
As discussed before, arrays can be multi-dimensional (up to seven).


real, dimension (2,5) :: a, b


real, dimension (3,5,6,8) :: d, e


d=transpose(a)


The transpose of a 2d matrix is the one whose columns are the lines and the lines are the columns of that 2d matrix.


Data Fitting By Least Squares Method (LSM)
(
The method of least square approximation is a simple and effective method of fitting a straight line through a set of data points. The residual sum of a least square approximation can be a good guide as to how closely the line fits the data, and can be used to improve the approximation by omitting data points which contain too much experimental error.

(
y=ax+b
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The following set of experimental data is to be fitted by a line y=ax+b. 


x
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9


y
1.07
1.40
1.56
2.30
2.92
3.95
3.52
4.57
5.02
1.02


Write a program to find a and b constants by using the above equations of LSM and compare the results of the LSM with the exact ones of y at given x values.
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