TELS02E — Homework 2

Due 08.03.2016

1. Counsider a disk with an unknown radius r. We are interested in the area of the disk. For this, we measure
the radius n times but each measurement contains some error. Specifically, suppose that the measurements
are of the form X; = r + Z; for i = 1,2,...,n, where Z;’s are independent zero-mean Gaussian random
variables with known variance o2 (this is not a very good model for the error in this example but it is
convenient to work with).

(a) Find a sufficient statistic for r.

(b) A professor suggests that we use
. 1 &= oo
A=n|— Z X;
n
i=1

as an estimator of the area. Determine if A is biased or not.
(c¢) Find the UMVUE for the area of the disk.

Solution. (a) Notice that X; ~ A(r,0?). Thanks to independence, we find the joint pdf as,
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Observe that we can write this pdf as,
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Thus by the factorization theorem, T' =Y. X; is a sufficient statistic.

(b) Notice that E(X?) = var(X;)+ (J]:E()Q))2 = 02472, Using this, we find E(A) = n(c%+7r?2). Therefore,

A is not a biased estimator of the area A = 772,

(c) We found in part (a) that T = >, X; is a sufficient statistic for r. If we set A = 7r?, it can
also be shown that T is a sufficient statistic for A (using the factorization theorem). Assuming
completeness, the Rao-Blackwell theorem suggests that the UMVUE is therefore a function of T
Consider T2. Observe that

E(T?) = ZE(XZQ) + Z ZIE(XZ X;)=no? +nr? +n(n—1)r? = no® + nr’.
i=1 i=1 j=1
J#i

Therefore, A = 7 (T? — no?)/n? is an unbiased estimator of the area which is a function of the
sufficient statistic for the area. Therefore it must be the UMVUE we are looking for, by the Rao-
Blackwell theorem.

2. Suppose X1, X5 are independent random variables distributed as N(0, 8), N'(0, 20), where 6 is an unknown
positive constant.

(a) Find a sufficient statistic for 6.

(b) Find the UMVUE for 6.
Solution. (a) The joint pdf is,
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Thus, T = 2X? + X2 is a sufficient statistic, by the factorization theorem.

(b) Observe that E(T) = 46. Thus, assuming that T is complete, # = T/4 is the UMVUE by the
Rao-Blackwell theorem.



3. Suppose X1, X5, X3 are independent random variables and the pdf of X} is given as,

#exp (f&), if 0 <t,

filt) = {07 ift<0,

for k =1,2,3, where 0 is a positive unknown.

(a) Find a sufficient statistic for 8 and compute its expected value.

(b) Find a function of the sufficient statistic which is unbiased as an estimator of 6.
(Note : [;"te " dt=1.)

Solution. (a) Note that the joint pdf is given as,

fx(x;0) = [u(zr) u(xz) u(zs)] {6;3 exp <619 (61 + 3z + 2953))] ,

where u denotes the unit step function. Thus T' = (6x1 + 3o + 2x3) is a sufficient statistic for 6.
Observe that

E(Xy) = /0 79 &P (—@) dt = ko /0 s exp (—s) ds = k6.

Therefore, E(T) = 186.

(b) It follows by the previous discussion that § = 6/18 is such an estimator.



