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ABSTRACT

Cognitive robotics aims to merge the modelling studies in neuroscience with robotics to find solutions to real-time, real world challenging problems. So, inspired by models of basal
ganglia circuits proposed for action selection and decision making, an implementation of such a model on a mobile robot is realized. A computational basal ganglia-thalamus-cortex
ize foraging task. We focused on implementing the model to a robot which has a limited sensory
problem. The environmental data, which has been taken by robot’s sensors, are processed by BTC
earn to make correct choices in a changing environment.

Cortex (Ctx), striatum (Str), globus pallidus external (GPe),
subthalamic nucleus (Stn), globus pallidus internal (GPi) and
thalamus (Thl) form the BTC circuits and since the work of
Alexander in 1990 the role of these circuits in cognitive
processes are investigated throughly in neuroscience. The
connection between these structures in forming the circuit
is given in Figure 1 and the Equations defining the dynamical
process is given in Equation 1. The decions on actions
emerge as the solution of a set of difference equations and
the action selected is determined as the response of Ctx
component. The evaluation of the selected action is realized
according to the reinforcement rules given in Equation 2,
where V and 0 defines the value function andexpectation
error, respectively. With updating the value function and
association build between the stimulus and action selected,
learning process is completed.

Equations of BTC Circuit
S(k) =Wc *1(k)
Ctx(k+1) = f(ACtx(k) + Thil(k) + S(k))
Str(k +1) = Wrf(Ctx(k))

GPe(k +1) = f(—Str(k))
Stn(k+ 1) = f(Ctx(k) — GPe(k))
GPi(k+ 1) = f(WdStn(k) — Str(k))
Thi(k +1) = f(Ctx(k) — GPi(k))

Reinforcement Learning Rules
Vik+1) =Wv(k)S(k)
occk+1)=r.+uV(k+1)—V(k)
Wv(k+1) =Wv(k) +n.6c(k + 1)S(k)
Wcec(k +1) =Wc(k) +n.0c(k +1)Ctx(k)S(k)
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Figure 1: BTC Circuit
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Figure 2: Mobile robot and its environment

Robot observes the external world with its Distance
Measurement Sensor (DMS) and its Infrared Sensor (IR). Robot
uses DMS to detect an object at its front side and to calculate the
object’s size. IR detects possible nest which is seen as a black
band at the picture. The sensor values are first normalized to [0,1]
range and then it is scaled by Pcycle, Pgrip, Pnest functions seen
below.
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robot is able to complete the foraging task
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