
  

  

Abstract—Unmanned aerial vehicles (UAVs) are seeing more 

widespread use in military, scientific, and civilian sectors in 

recent years. This study presents algorithms for the visual-

servo control of an UAV. The helicopter has been stabilized 

with visual information through the control loop. Unlike 

previous study that use pose estimation approach which is time 

consuming and subject to various errors, the visual-servo 

control is more reliable and fast. The model involves the 

camera speed and visual sensor blocks. Visual sensor block 

consists of the camera model and feature extraction blocks. 

Various simulations are developed on MATLAB, in which the 

quadrotor aerial vehicle has been visual-servo controlled. In 

order to show the effectiveness of the algorithms, experiments 

were performed on a model UAV which suggest successful 

performance. 

I. INTRODUCTION 

HE visual-servoing from its simple forms to today’s 
more advanced real-time versions has emerged 

considerably within the last 30 years. The need of increased 
flexibility and advanced task requirements promoted the use 
of vision in the control loop in robotics.  

The visual-servo control uses the features on the image 
plane and servo controls them to the goal position [1]. 
Typically point based features are used which are centers of 
some features or the coordinates of the edges. Various 
studies have been performed on eye-at-hand systems in 
which a camera is placed on the end-effector of a 
manipulator to guide it to the desired location [2, 3].   

The use of visual-servoing on aerial robots is very natural. 
The visual sensors are already available on various 
unmanned aerial vehicle (UAV) platforms to obtain remote 
visual information. This visual information can also be used 
for the control loop instead of more complex alternatives 
such as GPS or inertial navigation systems.  

Recently various studies are performed on visual-servo 
control of UAVs, such as four-rotor aerial vehicles [4, 5], 
helicopters [6, 7], blimps [8], and aircrafts [9]. The 
navigation and control strategies for an aircraft that can fly 
towards to a known object using vision only for the feedback 
loop has been presented in [10].  The control methods to 
stabilize a four-rotor helicopter with vision as the main 
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sensor have been presented in [4]. In this study, pose of the 
helicopter has been estimated and this information was used 
to control the vehicle. Vision based autonomous flying has 
been studied in [11, 12].  

Vision based servo control has two feedback loops, inner 
and outer loop. Inner loop has lower level controls to control 
either the velocity of the robot [13] or the velocity of the 
camera [14]. On the other hand, the outer loop is a feedback 
loop which controls the error vector with the vision based 
controller.   
 In this study a simulation model and experiments for the 
visual-servo control of an unmanned quadrotor aerial vehicle 
is presented. Firstly, dynamical model of a four-rotor 
helicopter is developed in simulation [19]. The helicopter 
model has been stabilized with visual information through 
the control loop. Unlike previous study that use pose 
estimation approach which is time consuming and subject to 
various errors, the visual-servo control is more reliable and 
fast. The proposed system’s block diagram is presented in 
Figure 1.  The block diagram consists of a helicopter block, 
a feature extraction block, a camera and an image based 
control block. The camera is located under the helicopter 
and it is looking at the ground. Captured images are 
processed with a feature extraction routine to determine the 
features on the scene. Black blobs of various sizes were 
selected for simplicity and real-time performance need in 
experiments. The purpose of the feature extractor is to locate 
the center of these blobs and transfer eight image plane 
parameters of the four blobs to the image-based controller. 
The perspective projection and camera model are combined 
for the visual sensor. Using the helicopter model and the 
visual sensor model an open-loop visual servo controller is 
built. The vision-based controller is selected as a 
proportional derivative (PD) controller due to the simplicity. 
This controller will then drive the image coordinates of the 
features to the desired positions by first estimating the 
desired helicopter velocity and then driving the helicopter to 
this desired velocity by controlling spinning speeds of the 
four motors of the helicopter. 
 
 
 
 
 
 
 
 
 

Fig. 1. The use of visual servo control for helicopter 
stabilization. 
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II. THE CONTROLLER 

The control architecture and image based visual servoing 

system refers to a mini quadrotor vehicle, a PTZ camera 

which is fixed on the quadrotor and the object of four point. 

It is assumed that the object always be seen in the camera 

field of view. The representation of closed loop visual 

servoing is shown on Figure 2.  

The reference feature vector f *
 is determined by using the 

image of object by considering the desired pose of the 

camera. The current feature vector f is obtained by using the 

image processing library. The error e is the variance between 

the reference feature vector f *
 and current feature vector f. 

The image based visual servoing control structure generates 

the control signal vc
* by using the information about the 

error and the variance. Reference velocity vc
* is a 6x1 vector 

as consist of linear and angular velocities of the camera. In 

other words, vc
* is the required camera velocity information 

for performing the desired task. The aim of image based 

visual servo control is to generate a reference velocity vector 

vc
* which minimizes the error. In this paper, a proportional 

image based controller is designed. Now we can see in Fig. 2 

that the visual servoing system is a Multi-input Multi-Output 

system. The components of reference velocity vc
*
 are the 

inputs and the coordinates of features f are the outputs of the 

system.  

We can consider the system in two parts. The first one is 

the velocity controlled robot and the second one is the 

camera, image acquisition and processing. The inputs of 

helicopter model are the components of helicopter state 

vector xh, the reference pitch and roll angles �∗, ∅∗, and the 

components of reference velocity vector vh
*
. The helicopter 

state vector xh is the vehicle's own state vector. The 

components of 6x1 xh state vector is the translation and 

rotation of the quadrotor around the x, y, z axes respectively. 

In respect to the other helicopter inputs, how the reference 

pitch and roll angles are estimated is explained in the 

Helicopter Control section. The last input of helicopter is 

reference helicopter velocity vector vh
*. vh

* is the required 

helicopter velocity information for performing the desired 

task. This vector is composed from reference camera 

velocity. In other words, camera reference velocity vector vc
* 

is transformed to helicopter reference velocity vector vh
* by 

using the pose of the camera related to the helicopter ���. 

The altitude, roll, pitch, yaw controller were designed for 

helicopter. For clarity, each of the controllers is represented 

by four little boxes in Figure 2. The output of helicopter 

model is helicopter state vector xh. This 6x1 vector is 

feedback to the visual sensor model in a form of 4x4 

homogeneous transformation matrix ���, by using 

transformation matrix T in Eq. 5.   

III. VISUAL SERVO CONTROL SYSTEM 

It is considered from Figure 2, the visual servoing control 
system is composed of the helicopter, camera and the object. 
Open loop visual servoing system model can be divided to 
three sub models. These are helicopter controller model, 
visual sensor and image based controller: 

A. Control of Helicopter  

The helicopter model used in this paper is explained in a 
detailed manner in [4, 15]. The helicopter controllers have 
four input commands as U1, U2, U3, U4. U1 represents the 
translation around the z axis. U2 represents the rotation 
around the y axis (roll angle). U3 represents the rotation 
around the x axis (pitch angle). Finally, U4 represents the 
rotation around the z axis (yaw angle).  

 
Fig. 2. The control system. 



  

In this study, Proportional-Derivative (PD) controllers are 
designed to control the helicopter. This is because that the 
control algorithm can be obtained from the helicopter model 
and this algorithm makes the system exponentially stable as 
explained in [15]. 

Altitude Control: 
For the altitude control of the helicopter Eq. 1 is used 

[16]. 	
 = ��������∅ + �������� − ��∗���������∅  

where, �� ∗ is the reference linear velocity value around the z 
axis which is the third component of helicopter reference 
velocity vector vh*. 

Translation Control: 
It is necessary to control the pitch and roll angles for 

controlling the translations around the x and y axis. 
Therefore, for translation around x axis, reference pitch 
angle and angular rate of pitch angle (�∗,�� ∗) are demanded. 
In the same way, for translation around y axis, reference roll 
angle and angular rate of roll angle ( ∅∗,  ∅� ∗) are demanded. 
While the angular rates are determined from vh* vector (4th 
and 5th components), the angles are determined by using Eq. 
2: ∅∗ = ���� !"��#�$� ∗ − $��%     �∗ = ���� !���&�'� ∗ − '��� 

In this way the controllers are designed as: 	( = �)∅�∅∗ − ∅� − ��∅∅�  	* = �)+��∗ − �� − ��+�� 
Yaw Control: 
Desired input signal for the yaw control of the helicopter 

is presented in Eq. 4: 	, = ��-./� ∗ − /�0 
The reference angular rate /� ∗ is the sixth component of 

the vh
* vector. 

The controlled helicopter produces the position 
information as the output. The position of the helicopter is 
consisting of the positions and orientations around x, y, z 
axes respectively. That is to say the position of helicopter is 
expressed in a 6x1 vector form as xh = {x, y, z, ∅,  �, /}. But 
because of its structure, the camera model cannot accept the 
xh in 6x1 vector form. Therefore, before the state vector xh is 
feedback to the camera it is converted to a 4x4 homogeneous 
transformation matrix form ( ��� ) by using Eq 5. 

 

1 = 2�/�� �/���Ø − �/�Ø �/���Ø + �/�Ø '�/�� �/���Ø + �/�Ø �/���Ø − �/�Ø $−�� ���Ø ���Ø �0 0 0 15 

 

B. Visual Sensor 

Typically, the visual sensor consists of a camera and 
image processing block. In the simulation the object was 
defined as 3x1 vectors of coordinates related to earth for 
each points by 'polyhedra' command in MATLAB [17]. To 
characterize the object four feature points were selected, 
being defined as: 

6 = �6
7 , … , 6:7  �7 6; = �6&;  , 6#;�7 
where fi  is the vector with the i-th feature coordinates in the 
image plane. 

The camera was modeled by using the positions and 
orientations of the camera and the object (xc , xo). The image 
processing block is modeled in [7] as: 6 = . �'< , '=�0 
where i is the mapping function and g is a function that 
models the feature extracting algorithm. 

For a 3-D point with coordinates X = (X, Y ,Z) in the 
camera frame, which projects in the image as a 2-D point 
with coordinates x = (x, y), we have in Eq. 8: ' = >? = �@ − �A�/6A $ = CD = �E − �F�/6F 

where m = (u, v) gives the coordinates of the image point 
expressed in pixel units, and a = (cu, cv, fu, fv) is the set of 
camera intrinsic parameters. cu and cv are the coordinates of 
the principal point, fu and fv are the focal lengths. In this 
study, the image plane coordinates of the points are taken as 
feature vectors as shown in Eq. 9.  

f = x = (x, y) 
The details of imaging geometry and perspective 

projection can be found in many computer vision texts. 
To develop the visual sensor model, first the frames are 

defined. The helicopter frame  is Rh, the camera frame is Rc 
and the object frame is Ro as shown in Figure 3.  

 
Fig. 3. The axes of the camera, object and helicopter. 
  ���, �G� are the homogeneous transformation matrices of 

the helicopter and object, respectively. They are defined 
related to earth. The axis of earth is defined by the subscript 
of '0'. In this paper, the start and desired positions of the 
helicopter are considered known. Also the first and desired 
position of the camera is obtained from the known positions 
of helicopter by using ��� matrix. The homogeneous 
transformation matrix ��� is the position of the camera 
related to helicopter. In this study, ��� is constant because of 
the camera is fixed with respect to the helicopter. 

During the simulation, the helicopter homogeneous 
transformation matrix ����H� at the current discrete moment k 

(1) 

(2) 

(3) 

(4) 

 
(5) 

(6) 

(7) 

(8) 

(9) 



  

is determined from the output vector xh by using Eq. 5. 
Then, ����H� is converted to the camera homogeneous 
transformation matrix ����H� by using the ��� matrix. Thus, 
the input signal of the camera model is obtained for the 
simulation. In Figure 4, the visual sensor input and output 
signals are shown clearly.  

 
Fig. 4. Simulation inputs and outputs for visual sensor. 

  
Finally, feature vector f  is obtained by feature extraction 

methods.  

C. Image Based Controller Model 

The aim of image based controller is to minimize the error 
e. The error is determined in Eq. 10.  I�J� = 6∗ − 6�J� 
where the desired feature f 

* represents the point features 
obtained at the final position of the helicopter after the 
motion done for reaching a target pose. Desired (reference) 
feature vector f 

* is obtained with using information of 
object and the desired position of camera in Eq. 7. In this 
paper motionless target object and constant target position 
was considered. Therefore f * is constant. The changes on f 
only depend on the motion of camera.  

The vc
* is the output of image based controller and it is 

tend to decrease the error exponentially. The relation 
between the variance in time of error and the reference 
camera velocity is developed in Eq. 11 [1].  I� = KLM<∗ 

Thus the obtained proportional control algorithm is 
derived in [12].  M<∗ = −NKLO
I�J� 
where K = �K
7 , … , K:7  � is the image Jacobian with Li defined 
as:  

K; = P− 
? 0 &? '$ −�1 + '(� $0 − 
? #? 1 + $( −'$ −'Q 

 
In this paper feature interaction matrix Le is obtained by 

using MATLAB Visual Servoing Toolbox [18]. In control 
algorithm pseudo inverse of L is used. 

IV. SIMULATIONS 

The simulation model was tested using a visual servoing 
toolbox [18] in MATLAB. The quadrotor has the eye in 
hand configuration and the object is motionless and it is 
located at the ground. The visual controller is a proportional 
one and the controller constant; lambda has a value of 2. It is 
desired from the helicopter to move 2 meter down and 10 
degree yaw angle in negative direction with the given target 
position. In this study, all lengths are defined in meter and 

angles are defined in radian. For clarity, the angle values in 
the simulation results are shown in degrees.  

During the motion from the start position to final position, 
the trajectory of helicopter is shown in Figure 5. It can be 
seen that the helicopter keeps the pitch and roll angles stable 
and reaches to the desired yaw angle. At the same time it 
provides the desired descent. The motion along x and y axes 
during the simulation is negligible.  

 

 
Fig. 5.  Pose of the helicopter 

 
In Figure 6 the helicopter velocities are shown during the 

motion. In this figure vx, vy, vz represent the linear velocities 
of the quadrotor and wx, wy, wz represent the angular 
velocities of the helicopter. It is clear that all the velocities 
reaches zero at the final position. 

 
            Fig. 6. Linear and angular velocities of the helicopter 

 
In Figure 7 the motion of the camera on the helicopter’s 

presented. The red axis is the x-axis, the green axis is the y-
axis and the blue line represents the z-axis of the camera as 
it moves. The yellow object represents the camera.  

(10) 

(11) 

(12) 

(13) 



  

 
Fig. 7. Motion of the camera 

 

 
Fig. 8. The motion of the features 

 
The motion of the features on the image plane during the 

simulation is presented in Figure 8. Since the helicopter is 
moving downwards the features are moving outwards the 
image center as expected. Due to the yaw motion of the 
helicopter, the features turn as they move.  

 

 
Fig. 9. Surface errors 

The change of surface errors with time is presented in 
Figure 9. All the errors converge to zero as the simulation 
continues.  

Various simulations are developed on MATLAB, in 
which the quadrotor aerial vehicle has been visual-servo 
controlled successfully. PD helicopter controllers 
successfully generated control signals to move the helicopter 
towards the desired position as generated by the image based 
controller.  

V. EXPERIMENTS 

A custom designed experimental test stand shown in 
Figure 10 is used to perform secure experiments. The test 
stand allows the helicopter to perform yaw motions freely, 
allows up to 2 meters of altitude, as well as up to ±20° roll 
and pitch motion. The experiment system consists of a 
model quadrotor helicopter, a test stand, a pan/tit/zoom 
camera, a catadioptric camera to be used in the future 
researches, and an IMU sensor. A Core2Quad 2.40 Ghz 
processor desktop computer with 3 GBs RAM on Windows 
XP that has a dual frame-grabber has been used. Algorithms 
were developed using Matrox Imaging Library 8.0 on C++ 
[20]. A Sony pan/tilt/zoom camera is directed to a stationary 
ground target. Captured images are processed with a feature 
extraction routine to determine the black blob features on the 
scene. Black blobs of various sizes were selected for 
simplicity and real-time performance.  
 

 
 

Fig. 10. Experimental system 
 

 In order to show the effectiveness of the proposed 
algorithms an experiment of yaw motion under visual-servo 
control has been performed. The helicopter starts at 70 
degree yaw angle and the goal is to reach 110 degree yaw 
angle under visual servo control.  

The Euler angles of the helicopter during the experiment 
are presented in Figure 11. The helicopter reaches the 
desired yaw values as the roll and pitch angles are kept at 
zero degrees during the motion.  



  

 
Fig. 11. The Euler angles of the helicopter during the 

experiment. 
 The linear and angular velocities during the experiment 
are presented in Figure 12. The desired angular velocity wz 
which is related with the yaw motion approaches zero line as 
helicopter approaches the desired yaw angle. 

 
Fig. 12. Results of the yaw control experiment. 

 
Initial experiments show that the system can determine 

the features, successfully estimate the desired velocity vector 
and guide the helicopter under visual-servo control.  

VI. CONCLUSION 

In this study, control algorithms have been developed for 
the visual-servo control of a quadrotor unmanned aerial 
vehicle. Visual information has been used solely for the 
control of the vehicle with the feature estimation, image 
based control, and helicopter controller blocks. Various 
simulations in MATLAB and experiments performed on a 
model helicopter show that the approach is successful.  

As a future work, we plan to experimentally validate the 
simulation results with stationary and non-stationary objects 
in the control loop with more advanced motions.     
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