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STORE AND FORWARD SCHEDULING
IN CLUSTERED VEHICULAR NETWORKS

SUMMARY

Vehicular networks are highly mobile networks which comprise of vehicles and
stationary units that are equipped with short range wireless communication devices.
Vehicular networks are promising research area to increase driver safety, control
vehicular traffic better, enable wider use of infotainment applications and beyond.

Vehicular networks’ unique nature separates it from other kind of wireless
networks with several new challenging problems. In vehicular networks, multi-hop
communications with stationary infrastructure (i.e. road-side unit) is a studied
problem. However, utilization of this type of communication is not considered lately.
We designed models that can utilize communications between vehicles and road-side
units avoiding expensive tools such as cellular communications or directional antennas.

This thesis considers scheduling of vehicle to vehicle to roadside unit (V2V2R)
communications in a clustered vehicular ad-hoc network (VANET) in order to improve
communication channel utilization. Two novel communication models are proposed
to increase amount of data that can be transferred between cluster of vehicles and
the roadside unit, where each vehicle has its own data to be transferred. In addition
to direct V2R communications, V2V2R communications are effectively employed
for this purpose. A store and forward mechanism is used for scheduling V2V2R
communications. Proposed model takes advantage of limited and predictable mobility
patterns of the vehicles.

It is assumed vehicles constitute a cluster which is a group of vehicles that move
towards same direction with slightly similar velocity. Under the control of the
cluster head, vehicles which would have idle time while staying in the range of RSU,
volunteers to relay other vehicles’ data if necessary. V2V2R resource sharing problem
is modelled as a linear programming problem without compromising scalability.
Simulations proved that the proposed model achieves significantly higher utilization
compared to earliest deadline based and first come first served based scheduling
algorithms. Presented simulations shows that proposed models are able to almost fully
utilizing communication channel.
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KUMELENMIS ARACLAR ARASI AGLARDA
SAKLA VE ILET TiPI ILETISIMLERIN ZAMANLANMASI

OZET

Araglar aras1 aglar yiiksek derecede hareketlilige sahip dii§timlerden olusan bir
ag tipidir. Bu aglar, araclar ve yol yam birimlerinden olusurlar. Tlgili agdaki
diigiimlerin herbirinde kisa mesafeler aras1 kablosuz iletisim kurmay1 saglayan araclar
mevcuttur. Bu aglarda kullanilan araglar kisa mesafeli kapsama alan1 sagladiklarindan,
ag topolojisi sik sik parcalanir.  Yani, herhangi bir anda agdaki bir ara¢ higbir
aracla iletisim kuramayacak bir durumda kalabilir. Araglar arasi aglar genel anlamda
karayolu trafigindeki araglar ve ek olarak 6zel yeteneklere sahip yol yan1 birimlerinden
olusurlar.

Araclar aras1 aglar; siirlicii giivenligi, arag¢ trafii kontrolii, genel amach uygulama
kullanim1 gibi amaglar giiden genis bir arastirma alanidir. Bu islerin gergeklestirildigi
yol tipinin karakteristigine gore haberlesme yordamlar1 da birbirlerinden ayrilirlar.
Ornegin, sehir i¢i ulasimda arag sayisi fazla, ara¢ hizi azken, otoyollarda arac sayisi
az ara¢ hiz1 fazla, kirsal kesimdeki yollarda da ara¢ sayis1 az ara¢ hiz1 da azdir. Bu
cesitlilikler topolojinin yapisinda ve degiskenliginde kayda deger seviyede farkliliklara
yol ac¢tigindan otiirii, literatiirde tasarimi yapilan algoritmalar da genellikle tek bir yol
tipinde ¢aligmak iizere iiretilirler.

Araglar aras1 aglarin 6zgiin karakteristigi, bu aglar1 diger tiirden kablosuz aglardan
ayirmaktadir. Bu yilizden, bu alana 6zgii bir ¢cok problem dogmaktadir. Bu
problemlerin biiytik bir kismi araclarin hareket oriintiilerinin icinde bulunulan ortama
gore ciddi sekilde degismesinden ve bu oriintiilerin 6ngoriilmesinin zorlugundan
kaynaklanmaktadir.

Bir ¢ok yonlendirme algoritmasi hem sehir i¢i yollarda hem de sehir dig1 yollarda ayni
anda yiiksek basarim saglayamamaktadir. Araglar arasi aglarin bu yapisindan 6tiirii,
cok sekmeli iletisimler kurabilmek olduk¢a zor bir problemdir. Sik¢a bagvurulan
yontemlerin ¢ogu beklenen basarimi gosterememektedir.  Ciinkii, c¢ok sekmeli
iletisimlerde, araclarin hareketliligi yliksek oldugundan iletisim siklikla kopmakta,
hatta topolojide parcalanmalar olabilmektedir.

Cok sekmeli iletisimlerde, iletisim kanalinin kapasitesinin yiiksek oranda kullanimin
saglamay1 amaclayan yontemler heniiz yaygin degildir. Tez kapsaminda tasarlanan
modellerde iletisim kanalinin yiiksek oranda kullaniminin saglanmasi amaglandi. Elde
edilen basarili sonuclara ulagirken, literatiirdeki cogu yontemin aksine hiicresel aglari,
ayni anda ortamda bulunabilen iletisimleri, yonlendirilebilir antenleri ve buna benzer
maliyet getiren cihazlarin kullanilmasindan kaginildi.

Bu tezde, kiimelenmis araclar arasi aglarda ara¢ - arac - iinite tipi iletisimlerin
zamanlamasini yapabilen yontemler tasarladik. Amacimiz, iletisim kanalinin yiiksek
oranda kullaniminmi saglamaktir. Bu amacgla, ara¢ kiimesinden iiniteye yiikleme
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ve liniteden ara¢ kiimesine indirme olmak iizere iki zamanlama modeli tasarladik.
Tasarladi§imiz yontemlerde her bir aracin kendine has veri alig-verisleri oldugunu,
ayn1 verinin alig-verisinin birden fazla ara¢ i¢in yapilmadigir durumu ele aldik. Arag
- Unite tipi iletisimlere ek olarak gerceklesmesini sagladigimiz arag - arag - iinite tipi
iletisimler sayesinde iletisim kanalinin etkin kullanimini sagladik.

Arag - arac - lnite tipi iletisimlerin basariyla gerceklesmesini saglamak i¢in sakla
ve ilet tipi iletisim kavramindan yararlandik. Sakla ve ilet tipi iletisimlerde, ara
baglant1 diiglimii alic1 ve vericiyle o an i¢in iletisim kuramiyor olsa bile, elindeki
mesaj1 ilgili hedefe gonderene kadar saklar. Bu yontem gecikmeye toleransli aglarda
sikca kullanilsa da, araglar aras1 aglarda kullanilabilmesi i¢in ek igler gerekir. Bu
tez igerisinde, araclarin sinirli ve Ongoriilebilir bir hareketlilik Oriintiisiine sahip
olmasindan faydalanarak sakla ve ilet tipi iletisimleri kullandik.

Tezdeki yontemler, araclarin bir kiime halinde ilerledigi durum i¢in tasarlanmiglardir.
Ayn1 kiimedeki araglar, ayn1 yonde hareket eden ve birbirine yakin hizlara sahip
olan araglardir. Her bir kiimenin bir kiime lideri vardir. Kiime lideri, kiime igi
organizasyonu saglayan siradan bir aractir.

Kiime liderinin kontrolii altinda, iinitenin kapsama alani icerisindeyken bos zamana
sahip olan araglar, veri transferini tamamlayamayacak durumda olan araclara goniillii
olarak yardim ederler. Bahsedilen yontemde ara¢ - {nite tipi iletisimlere ek
olarak kullanilacak olan ara¢ - arac¢ - iinite tipi iletisimler, dogrusal programlama
yonteminin yardimiyla belirlenir. Hangi aracin hangi arac i¢in ne kadar siireligine ve
hangi andan itibaren goniillii olacagi probleminin dogrusal programlama problemine
doniislimii, tezin igerigini olusturmaktadir. Tasarlanan yontem kiime tabanli oldugu
icin, Olceklenebilirligi ytiksektir.

Tezde tasarimi yapilan yontemde, kiime lideri araglarin ivmelerini, hizlarini ve
pozisyonlarim anlik olarak bilmektedir. Bu bilginin elde edilmesi i¢in bir cok yontem
kullanilabilir. Kiime lideri, heniiz yol yani {initesinin kapsama alanina girmeden Once,
araclarin yol yam iinitesine yiikleyecegi veri miktarini bilmektedir. Kiime lideri,
kiimedeki araclarin indirecegi veri miktarini ise, herhangi bir kiime iiyesi yol yani
tinitesinin kapsama alanima girdiginde 6grenir. Bu bilgi sayesinde kiime lideri; her
bir aracin yol yani iinitesinin kapsama alanina giris ve ¢ikis anlarini, her bir aracin
kiimedeki bir diger aracin kapsama alanina ne zaman girip ¢iktigim bilir. Ozetle, kiime
lideri topolojideki her bir degisikligin ne zaman ve nerede yasanacagini bilir.

Kiime lideri topolojideki her bir degisikligin bilgisini elde etmesi sayesinde,
topolojinin degismedigi en kiigiik zaman araliklarini tespit eder. Bu zaman
araliklarinda da kiimedeki araglardan hangilerinin birbirleriyle goriisebildiklerini tespit
eder. Kiime lideri halihazirda hangi aracin ne kadar bir veri transferi yapacagin
ve bu transferin hangi yonde gerceklesecegini de bilmektedir. Bu sayede, dogrusal
programlama yontemlerini kullanarak; topolojinin deismedigi her bir anda hangi arag
ikilisine iletisim verilecegi veya hangi aracin yol yani iinitesi ile iletisime gecebilecegi
tespit edilir. Topolojinin degismedigi en kiiciik zaman aralig1 birden ¢ok iletisim
tarafindan zaman paylagimli olarak kullamilabilir. Bu durumdan kaynakli olarak,
modelin son adiminda topolojinin defismedigi en kiiciik zaman araliginin iginde
bir zamanlama daha yapilir. Tim bu igslemlerin ardindan hangi aracin hangi anda
hangi aragla(veya yol yani tinitesi ile) iletisime gececegi bilgisi elde edilir. Kiime
lideri, tasarlanan modeli calistirarak elde ettigi sonucu kiimedeki tiim araglara ve yol

XX



yani iinitesine dagitir. Yol yam iinitesi ve kiimenin diger elemanlar1 kiime liderinin
direktiflerine uygun hareket ederek veri transferlerini gerceklestirirler.

Tasarlanan yordam, Java dilinde gelistirilen benzetim yazilimlar1 yardimiyla test
edilmigtir.  Elde edilen sonuclara gore; tasarlanan algoritma ilk biten Oncelikli
ve ilk giren Oncelikli seklinde calisan zamanlama algoritmalarindan agikga iistiin
sonuclar tiretmektedir. Ek olarak, tasarlanan yontem ug test durumlari ile denenmistir.
Bu durumlarim hemen hepsinde diger algoritmalardan ¢ok daha iyi sonuglar elde
edilmistir. Bunun yaninda, gercekci senaryolarda elde edilen sonuglar, tasarimin
iletisim kanalin1 neredeyse tamamen kullanabildigini gostermistir.
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1. INTRODUCTION

Vehicular networks are comprise of vehicles and stationary units that are equipped
with short range wireless communication devices. Vehicular networks are promising
research area which is expected to increase driver safety, control vehicular traffic better,
enable wider use of infotainment applications and beyond [2]. Nature of the vehicular
networks diversifies itself from other kind of wireless networks, creating a whole new

research area.

1.1 Definition of Problem

Vehicular networks has unique characteristics when it compared to other kind of
wireless ad-hoc networks. Mobility of the nodes in vehicular networks are significantly
higher which causes frequent partitions on the network topology [3]. In a frequently
partitioned network, multi-hop communications are not viable due to loss of existing
communication links. Hence, utilization of communication channel can drastically
decrease. However, since the vehicles mobility are limited with roads, pattern of
their mobility is predictable. Estimating future topology changes based on predictable

mobility, can lead a scheduling scheme for multi-hop communications.

1.2 Purpose of Thesis

Our motivation is increasing utilization of communication channel by proposing
an efficient and scalable scheduling model for vehicle to infrastructure (V2R) and
vehicle to vehicle to infrastructure (V2V2R) communications. Proposed methods
can be implemented without a need for accessing other mobile network services
e.g. cellular networks or without a need for performance enhancing tools such as
directional antennas or multiple antennas. In the proposed model, vehicles constitute
clusters. Each cluster determines its scheduling for V2R and V2V2R respectively.
Proposed methods are aimed to be scalable with aid of clusters. In order to maximize

the utilization, designed model adapts and combines some well known optimization



techniques with a novel approach. All designed algorithms have polynomial time

complexity.

1.3 Contributions of Thesis
Contributions of the thesis are:

e Demonstrating that use of clusters achieve higher utilization ratio with a scalable

fashion

e Demonstrating that without an efficient scheduling model, communication channel

is utilized inefficiently.

e Designing an efficient scheduling model that is close to fully utilizing communication

channel.

e Designing a two step scheduling model for uplink utilization of V2V2R and V2R,

which comprises of a task scheduling algorithm and a linear programming problem.

e Experimentally observing the best known task scheduling algorithm for first step of

uplink utilization model.

e Designing a scheduling model for downlink utilization of V2V2R and V2R which

turns scheduling problem into a linear programming problem.

e Comparing proposed scheduling models with existent scheduling algorithms in

different scenarios.

1.4 Structure of Thesis

This thesis is organized as follows: Literature survey that mentions vehicular networks
and current research on communication channel utilization, are given in the next
chapter. Chapter 3 introduces proposed models for uplink and downlink utilization
in clustered vehicular networks. Comparative simulation results of proposed models
and existing algorithms are presented in Chapter 4. Finally, section 5 concludes the

thesis and giving future works.



2. LITERATURE SURVEY AND MOTIVATION

In this chapter, vehicular networks briefly summarized. Current status of the research
that is close to our work is presented. Methods that are being used have briefly

presented.

2.1 Vehicular Networks

Vehicular ad hoc networks (VANET), has taken considerable attention recently due to
emergence of Intelligent Transport Systems (ITS). ITS aims to enable use of a vast
range of applications e.g. improved driver safety, infotainment applications and traffic

efficiency [4].

IEEE 1609 [1] proposed a protocol stack to be used in vehicular environments(Fig.
2.1). However, it has been pointed out that applications with different kind of

requirements might need extensions to this stack [5].

In [6], authors analysed broadcasting in IEEE 1609. Authors pointed out that IEEE

1609 can cause severe packet loss due to collisions.

ITS applications usually require stationary infrastructures near the roads that can
communicate with vehicles [2]. Infrastructures are also addressed as roadside units
(RSUs). The use of RSUs provides improved driver safety, better quality of service,
helping to improve the performance of the network. It is unreliable to design VANET
by introducing only ad-hoc communication features without a fixed infrastructure.
In ITS, both V2V and V2R communications are enabled. Moreover, concurrent use
of V2V and V2R communications are vital to improve performance of network and

fulfilling requirements of I'TS applications.

Additionally, use of RSUs are vital to ensure security of the vehicular network, since
there might be extensive range of attacks to network due its partitioned nature. RSUs
are trustworthy nodes of the network for vehicular nodes [7]. In vehicular networks,

placement of RSUs is a challenging problem. For highway and rural areas, some
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Figure 2.1: IEEE 1609 protocol stack [1].

probabilistic straightforward approaches are available [8]. But in the urban areas,
placement of RSUs still stays as an open problem due to highly diverse mobility
patterns of the vehicles. Most of the applications explicitly assume that RSUs are

deployed to cross-roadings and traffic lights in urban areas.

Mobility patterns of the vehicles are required to be estimated to have an efficient
communication and routing model. In the literature, mobility patterns are divided to
parts as: macro mobility, which is interested in checkpoints of the vehicles and micro
mobility, which considers rather short ranged models [9]. Macro mobility models are

still far away from being stable which makes multi-hop routing quite challenging [3].

Most of the time, clustering mechanisms in vehicular networks, relies on mobility
patterns. In [10], authors propose an approach that seems more stable than other

approaches. However, the mobility patterns they have used is not quite realistic.

Traffic information is vital to create efficient routing algorithms in vehicular networks.
Congestions in vehicular traffic conditions requires different approaches for routing

mechanisms. In [11] and [12], authors tried to achieve better performance by making



use of traffic information. However, their routing scheme creates huge overhead of
packets which drastically degrades performance. In [13], authors used an adaptive
beaconing method to overcome bandwidth waste. But they did not explicitly state how
did they obtained traffic information which can be expensive in terms of use of system

resources.

Beaconing is widely used in vehicular networks in order to keep other nodes informed
for the network. In [14] authors pointed out that processing beacons might spend
significant computational resources for a vehicle. In their approach, they have
evaluated relevance of a beacon with the sender vehicles properties. Their method

is a computationally light-weighted heuristic algorithm.

In [15], authors investigated connectivity probability of V2V2R and V2R
communications. They assume fixed point RSUs which enable any vehicle to reach
any RSU in 2 hops. Also, instead of a vehicular traffic pattern, they have used poisson
distribution. This could be unrealistic in a city scenario since inside of the cities due to
traffic lights, vehicles are not able to protect their poisson property. They have tested

their analytical results for unit disk model and log-normal shadowing model.

Data dissemination is an important and challenging aspect of vehicular networks
for ITS applications. In [16], information dissemination is performed with we use
dynamically generated backbone vehicles. In order to select backbone vehicles, they
used movement patterns and link quality. Link quality of neighbour vehicles is
calculated with a fuzzy logic approach. They have not address time complexity of
their protocol which could be considerable. However, their simulation results have
shown significant improvement. In [17], authors proposed an elegant method that
adapts itself to scale of the network. They have targeted compatibility with possible
ITS applications where most of the researches lack of. Their model significantly

outperforms other routing algorithms in terms of delay and throughput.

In vehicular networks, multichannel medium access is vital to improve performance.
However, it is rather difficult to accomplish in a large-scale vehicular network. [18]
proposes an asynchronous multichannel MAC scheme for large-scale vehicular ad
hoc networks. Their purpose is reducing collision rate on control channel and load

balancing between service channels. They have used a distributed time division



multiple access. Simulation results demonstrates that their work outperforms IEEE

1609 protocol.

Recently, cloud computing is started to be investigated in vehicular environments. In
[19], authors described a taxonomy for cloud computing in vehicular environments
and pointed out the possible challenges ahead. They have stated that there are three
kind of major architectures which are vehicular clouds, VANET using the cloud and
a hybrid model. However, they only provide a high level view which lacks of details
of the each architecture. [20], presents a cloud service discovery protocol in vehicular
environments. Described architecture offers collaborative use of vehicles’ individual
resources such as access to cellular networks and storage space. They use RSUs as
cloud directories in their architecture which is tested in an urban scenario. Despite
high density of the RSUs in their tests, obtained results are not satisfactory. It could

have been caused by the routing algorithm they have used.

Cooperative behaviour of vehicles can significantly improve network performance
and it may even allow video transmission. In [21], authors proposed a video
downloading method in a clustered vehicular network. In their work once a member
of the cluster demands a video, other members use their cellular network capabilities
and download some parts of the video for the demanding vehicle. By using short
range communications, demanding vehicle collects all parts of the video. However,
simulations show that increasing number of helping vehicles did not improve the
performance as expected. Since the routing inside of the cluster is not well managed,
proposed method is distant from being efficient, even though it uses cellular network

infrastructure.

Simulation is preferred over real-world test in vehicular networks due cost reasons.
However, there are a lot of simulation environments none of which is considered as
the most trustworthy. In VEINS [22], authors present a simulation environment for
vehicular networks. VEINS uses SUMO [23], which is a realistic urban mobility
generator. SUMO can be programmed in order to generate different traffic patterns.
In VEINS, OMNeT++ [24] is used to simulate network, which is a widely known
cross-platform general purpose network simulator. VEINS is a simulator which

combines SUMO and OMNeT++ to allow simulation of vehicular networks.



2.2 V2V2R and R2V2V Communications

In [25], a resource allocation scheme of V2V and V2R communications is proposed.
An interference graph is used where both V2V and V2R links are coexists. V2V2R
is a hybrid of V2V and V2R communications where a vehicle is used for relaying
purposes for communication between another vehicle and RSU. In [26], a resource
allocation scheme in downlink for R2V2V is proposed. They used multiple smart
antennas to improve share of resources. In [27], a V2V2R architecture is introduced.
Architecture did not explicitly address resource sharing problem. In [28] and [29], a
relatively similar problem is discussed from the cellular networks’ perspective. Our

work does not rely on smart antennas or cellular networks or coexistent links.

2.3 Scheduling

Scheduling of communications can be considered as a job scheduling problem. This

section briefly presents scheduling techniques that have been used in this thesis.

2.3.1 First come first served

In first come first served (FCFS) technique, a job (communication) that arrives first
uses all resources until it is finished. Other jobs are scheduled by their order of arrival

time to system. This is a nonpreemptive technique.

2.3.2 Earliest deadline first

In earliest deadline first (EDF) technique [30], system always selects to run the job
(communications) which is closest to its deadline. It is an optimal and preemptive

scheduling algorithm.

2.3.3 Linear programming

Linear programming is a technique for defining maximum output of a linear function in
which its variables are constrained by linear relationships. There are a lot of methods
in the literature for solving a linear programming problem [31]. Linear programming

can also be used for solving scheduling problems.



2.4 Motivation

In order to achieve higher utilization in the transmission media, a resource sharing
policy is required. Using only V2R communications does not solve the scheduling
problem since each vehicle might have different amount of demanding data or velocity.
Moreover, V2V communications can be available only for short time intervals due to
high mobility of the vehicles. In an ad-hoc or opportunistic manner, benefits of V2V
communications might not be exposed. Aiming a better utilization requires efficient

use of V2V communications which can be enabled by an efficient scheduling model.



3. UPLINK AND DOWNLINK UTILIZATIONS

Our work is presented in two parts. First part presents scheduling of uplink
utilization [32] while second part presents scheduling of downlink utilization [33].
Both scheduling models designed to work under same assumptions and in same

environment.

Proposed model is executed by cluster head. Primary reason of using clusters is to
obtain a scalable method. Model might have been executed by RSU, but it could
excess the computing resources of the RSU. Even with a polynomial time algorithm,
RSU can be overwhelmed in a traffic jam scenario. However when the cluster heads
intervene, algorithm could be scalable since each cluster head handles scheduling of
a limited number of vehicles. In this sense, RSU has no responsibility on scheduling
of data transfers for each vehicle. After the execution of the algorithm, cluster head

broadcasts scheduling directions to cluster members.

3.1 Assumptions

Considered vehicular network scenario comprises of a RSU and a cluster of vehicles.
Each member of the cluster has its own downloading demands from RSU. Under the
assumption that vehicles move in forms of clusters, every cluster has a cluster head.
Moreover, clusters are not allowed to accept any new members to the cluster during
the transmission process. Additionally, every member is assumed to be moving with

the cluster along the transmission process.

Having more than one clusters within the range of RSU is not scope of this work.
However, different clusters might work in different transmission channels or they
might negotiate about usage of the current channel(s). Cluster head has following data
about each vehicle in its cluster: Position, initial velocity and average acceleration. In
order to keep the model simple, an ideal and error-free transmission environment is

assummed for the transmission of payload.



RSUs are usually planned to deploy at corner of the road crossings where clusters of
vehicles have tendency to be split up or accept new vehicles to the cluster. Therefore,
proposed scheduling model assumes the worst case possibility and does not perform

any scheduling decision for a vehicle that left RSU coverage.

3.2 Uplink Utilization

Model comprises of two steps. First step can be either earliest deadline based
or first come first served based scheduling which will be employed for direct
V2R communications. Second step is to find a schedule for additional V2V2R

communications if possible and required.
Step 1: Scheduling V2R communications

Consider an algorithm that aims increasing total amount of data to be uploaded by a
cluster, without making use of V2V2R communications. One of the most feasible
approaches would be using an optimal task scheduling algorithm such as earliest
deadline based scheduling [30]. Task scheduling requires knowledge of following
three properties for each task: Arrival time, transmission time and deadline. Arrival
time of a vehicle is its entrance time to RSU coverage. Deadline of a vehicle is its
leaving time of the RSU coverage. Transmission time of the vehicle is its transmission

delay during upload of the data.

In order to achieve maximum utilization for V2R communications, earliest deadline
based scheduling is used with a slight modification. Vehicles that are unable to upload
their entire data will be suspended. Thus, when a vehicle leaves RSU coverage, it is

not able to upload data. In this step, each of the direct V2R communications is defined.

Performance of such an algorithm strictly depends on properties of vehicles. It is very
likely to observe a scenario where some vehicles are unable to complete uploading
their data whereas some other vehicles have idle time in the RSU coverage. Idle time
interval is described as an interval where any vehicle inside the RSU coverage does not

have data to upload.

In the next step, vehicles that are unable transmit their data completely, will migrate

their remaining data to the vehicles which have idle time in the RSU coverage.

Step 2: Scheduling V2V2R communications
10



This step of the model aims to increase total amount of data to be uploaded by
making use of V2V2R communications. Conceptually, V2V2R communications can

be performed in two different ways.

First way: Migration section (V2V) of the communication is performed in an idle
time interval. Thus, V2V2R communication will require another idle time interval
for V2R section. This yields that first method spends twice idle time intervals for a

communication.

Second way: Migration section (V2V) of the communication is concurrent with an
EDF scheduled V2R communication. This method utilizes system resources better
than the first one, since the migration of the data does not spend idle time interval for

V2V communications.
Designed model uses both of these ways to make the best scheduling decision.

Firstly, senders and relays of the possible V2V2R communications are defined. Based
on first step of the model, a vehicle is sender if it has remaining data i.e. it was not able
to upload all its data before leaving time of RSU coverage. A vehicle is relay for the
possible V2V2R communications if it has idle time interval i.e. vehicle has uploaded
its data completely and while it was inside of the RSU coverage, there is a time interval

where any of the vehicles do not upload data to RSU.

Subsequently, migration time intervals for each sender and relay pairs are defined.
Migration time interval is a time interval where the distance between communicating
vehicles is smaller than communication range and there are not any colliding direct
V2R communication from Step 1 during this time interval. Moreover, establishment
time of migration time interval cannot be later than sender’s entrance time to RSU
coverage. If relaying vehicle is inside of the RSU coverage during the migration
interval, this is a first way of V2V communication. If the termination of migration
time interval is earlier than relay’s entrance time to RSU coverage, it is a second way
of V2V communication. Another possibility is, relay’s entrance time to RSU coverage
is inside migration interval. This implies that migration time interval has successive

first and second way of communications.

Defined migration intervals can still collide with each other since a migration interval

can be used by any V2V communication. Note that a migration time interval is
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defined by three properties: Sender, relay and a time interval for communication
between sender and relay. In order to prevent collision of different pairs of V2V
communications, proposed model allows only one V2V communication for any time
interval. On the other hand, a V2V communication and a direct V2R communication

from Step 1 can be concurrent.

Moreover, migration intervals must be separated from each other. This yields that, it
is necessary to define the smallest time intervals where the network topology does not
change. A topology change is creation of a new communication link or removal of a
current communication link. Note that RSU is a node of this vehicular network. Thus,
a change of V2V2R way for any V2V link is also a topology change. Migration time
intervals and idle time intervals are divided so that no topology change occurs during
these intervals. The reason behind dividing idle intervals is that concurrent V2V2R
communications are not allowed. Since an idle interval can be used for a way of first

V2V2R communication, it can also be a part of any migration interval.

Definition of smallest time intervals allows globally addressing any time interval since
all of them are atomic. After dividing migration and idle time intervals, proposed
model generates all possible V2V2R communications. This is a straightforward
programming problem. Each migration time interval is paired with an idle time
interval of its relay. Since this is an upload process, migration time interval takes place
before the idle interval. This means that in a V2V2R communication, V2V happens
before V2R. Another possibility is migration and idle time intervals use the same time
interval. Such a scenario implies shared use of the time interval which yields that only
half of interval’s capacity can be used to upload data. Because, both V2V and V2R

will spend same amount of time in the interval.

V2V2R communications is presented in VsTx Vg Ty R format, where;
e Vs is sender vehicle.

e Tx is migration interval, used for V2V of V2V2R.

e Vi is relaying vehicle.

e Ty is idle time interval, used for V2R of V2V2R.

e Ris RSU.

12



Besides, a Tx interval might be used by any V2V2R communication. Each V2V2R
communication that uses Ty, must share Tx interval. Same rule also applies to Ty

interval.

Another issue that requires attention is VsTxVrTy R communications. Note that Ty is
used by both V2V and V2R. This kind of communications spend twice amount of time
from Tx. If the V2V2R communication is allowed to use entire Ty, first half of Tx will
be used for V2V link, second half of Tx will be used for V2R link. This implies that

capacity limit of VsTxVrTyR type communication is Tx/2.

Furthermore, Vs has limited data for uploading. Vs does not need to have more V2V2R
communications than its remaining data. Thus, any V2V2R communication that has

Vs as sender, must share the Vg’s remaining data.
Constraints mentioned above can be presented in the linear programming as follows:

Variables of the problem are amount of time used by each V2V2R communication.
Note that amount of time used by V2V part of the communication is equal to the
amount of time used by V2R part of the communication. This approach allows

avoiding equality equations in order to decrease complexity of the solution.

Amount of time used by each V2V2R communication is named as Z;. Number of Z;

variables is n. Variables are not allowed to be smaller than zero.

For each T}, where T is a migration or idle interval,

T, > ) f(Z,T;) (3.1

-

1

0, if T is not used in Z;
f(Zi,Tj)) =< Z;, if Tj is used in Z; once 3.2)
27Z;, if T; is used in Z; twice
In (3.2), requirements of VsTxVrTxR is satisfied with the last case of the function. If
Tx is used by VsTxVrTx R, maximum amount of time used by communication will be
Tx/2, since Tx > 2Z;. However, entire interval of Tx will be spent despite VsTx VrTx R

only benefits half of Ty.
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For each Dg, where Dy is amount of required time to upload remaining data of Vg:

DS Z g(Zi, Vs) (33)

-

I
_

1

0, Vs is not sender of Z;

’ v 3.4
8(Z;,Vs) {Zi, Vs is sender of Z; (3.4)

Objective of this linear programming is maximizing total amount of communication
time. Each variable of this problem indicates amount of communication time for its

VsTX VR TxR or VsTXvR TyR.

n
Maximize : Z Z; 3.5)
i=1

Although this linear program can be solved with any appropriate algorithm, simplex

method is preferred due to its simplicity.

Subsequently, when this linear programming problem is solved, value of each
variable indicates how much time spent on a particular VsTyVrTxR or VsTxVrTyR

communication.

Moreover, there might be more than one communications sharing same Ty or Ty.
Last part of the model is defining intra-scheduling for Ty or 7Ty intervals. V2V part
must be guaranteed to be performed before V2R part for each individual V2V2R
communication. It is already known that in a VgTx Vg Ty R communication Ty is before
Ty, which implies that they do not require an effort. In a VsTxVrTx R communication,
this can be easily achieved by allocating slots for V2V part of the communications
before V2R parts. Note that this model did not address decreasing number of time slot

usage switches; it only makes sure that V2V happens before V2R.

Finally, cluster head obtains V2V2R scheduling for each vehicle.

3.3 Downlink Utilization

Cluster head executes the proposed model right after entrance of first member to RSU
coverage. In order to perform scheduling of a cluster, cluster head needs to know total

amount of data to be downloaded by each member in its cluster. Thus, cluster head
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must obtain this data from RSU. In Fig. 3.1, message flow of this data is explained.
Cluster gateway (CGW) is a cluster member which is the nearest vehicle to RSU
coverage. CGW is relay between RSU and cluster head (CH) during transmission of
size of the data to be downloaded by each vehicle. CH runs proposed model to obtain
scheduling of downlink communications after it receives the data from RSU. Then CH
distributes the scheduling to every member of cluster. CGW relays the scheduling to

RSU.

R2V2V communications can be performed in two different ways. In the first way,
relaying vehicle immediately transmits the downloaded data from RSU to receiving
vehicle. However in the second way, relaying vehicle downloads receiver’s data from
RSU while relay and receiver are unable to communicate. Relay transmits downloaded
data to the receiver after establishment of communication with receiver. Second way
of R2V2V communications is a form of Store and Forward Mechanism [34]; relaying
vehicle can store the downloaded message and is able to transmit it to the receiver in a
later time. Direct R2V communications can be performed only while receiving vehicle

is inside of the RSU coverage.

First step of the model is defining each vehicle’s entrance and leaving time of RSU
coverage. Vehicles can perform direct R2V communications and R2V part of the
R2V2V communications while they are able to communicate with RSU. Moreover,
creation and removal times of communication links between each pair of vehicles are
defined. A V2V communication link is said to be created if the following conditions

are met:

e Relaying vehicle is inside of the RSU coverage.

e Receiving vehicle did not enter the RSU coverage yet.
e Receiver is inside of the communication range of relay.

In Fig. 3.2, a legal communication is shown. After creation of communication
link, if any of the mentioned conditions are violated, communication link is meant
to be broken. V2V part of an R2V2V communication can be performed only while
there is a link between relay and receiver. Proposed model does not allow multiple
communications in any time interval since they are guaranteed to be collided. In

this work, only two hops of relaying communications are considered. Algorithm 1
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Figure 3.2: A legal V2V communication between relay and receiver.

is used for obtaining all possible first way of R2V2V communications. Algorithm
2 is performed after Algorithm 1, for obtaining all possible second way of R2V2V

communications

In the proposed model, cluster head stores each possible V2V communication interval
between all possible vehicle pairs in the cluster. It also stores all possible direct R2V
communication intervals. This step ensures that cluster head has knowledge of all
topology change times in this network since a topology change is creation or removal

of any link.

Proposed model makes scheduling decisions where the network topology does not
change. This approach allows the model to globally address each smallest time
interval. Therefore, since the cluster head has the knowledge of each topology change
time, it can divide any V2V or R2V communication interval based on topology
change times. Moreover, relaying and receiving time intervals of the possible R2V2V
communications are defined. In the first way of R2V2V communications, R2V and
V2V parts of the communication is performed in the same time interval. This infers
that half of the time interval can be used for downloading process since each of R2V
and V2V will spend same amount of time in the interval for a R2V2V communication.
In the second way of R2V2V communications, R2V part of the communication is
performed while the relaying vehicle is inside of the RSU coverage and there is not a

connection between relaying and receiving vehicles.

17



Algorithm 1: First way of R2V2V communications

b —

12:
13:
14:
15:

16:
17:
18:
19:
20:
21

22:
23:
24:
25:
26:

for each vehicle v in cluster
define entrance and leaving time of v to RSU coverage
ffi.e. direct R2V communication interval.
store to CommunicationsList
end for
for each vehicle pair v1 and v2 in cluster
define establishment time of communication
define termination time of communication
store to CommunicationsList
end for

: store time of all topology changes to TCT array

ffi.e. values in 2nd, 6th and 7th lines.

: sort and eliminate duplicates in TCT

{ITCT has all the topology change times.
{fa t, interval is between TCT[k] and TCT[k+1].
for each communication in CommunicationsList
for each element e in TCT
if establishment < e < termination
partite communication interval
ffturns to (establishment.e) and (e.termination)
reorganize CommunicationList
end if
end for
end for
for each R2V communication in CommunicationList
define global time interval 1D based on TCT
end for
for each R2V2V communication in CommunicationList
define R2Vand V2V global time interval IDs based on TCT
end for
/call Second way of R2V2V communications algorithm

Algorithm 2: Second way of R2ZV2V communications

I:
2:

—oEeEE&aS

0:
1:

for each vehicle pair v1 and v2 in cluster
if there is a time interval ty that
vl and v2 cannot communicate
and only one of them is inside RSU coverage
for each first way of R2V2V communication A
between vl and v2
if ty takes place before A
create new communications where
V2V interval is same as time interval of A
R2V interval 15 ty
partite ty of this communication based on TCT
store all to CommunicationList
end if
end for
end if
end for
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Please note that second way of R2V2V communications is expected to be scarce since

its constraints are unlikely to be frequent in a highly mobile environment

A R2V communication should be presented in 3 char format defining the operation:

RTAV;

e Ris RSU.

e T4 is the time interval for R2V communication.
e V¢ is receiver vehicle

A first way of R2V2V communication should be presented in 5 character format

defining the operation: RTyVrT4V(;
e Ris RSU.

o T} is the time interval for R2V2V communication. Both R2V and V2V are performed

in this interval.
e V is relaying vehicle.
e V is receiver vehicle.

A second way of R2V2V communication should be presented in 5 character format

defining the operation: RTyVgrTsVc;
e Ris RSU.

e T} is the time interval for R2V.

e V is relaying vehicle.

e T3 is the time interval for V2V.

e V¢ is receiver vehicle.

A T4 or Tp interval might be used by any R2V2V communication. Each possible direct
R2V or R2V2V communication that uses 74, must share 74 interval. It also applies to
Tp. Furthermore, for the first way of R2V2V communications 74 will be shared by
both R2V and V2V parts of the communication. Maximum amount of time that the
first way of R2V2V communication can use for download is 74/2 when it spends entire

Ty.
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Besides, V¢ has limited amount of data to be downloaded. Total assigned transmission

amount provided for V¢ shall not exceed Vs total demand.

Amount of time used by each direct R2V or R2V2V communication are variables of
linear programming problem. For each R2V2V, amount of time spent on R2V is equal
to the amount of time spent on V2V part of the communication. Such an approach
provides avoiding equality equations in the linear programming which reduces the
complexity.

Amount of time used by each direct R2V or R2V2V communication is named as Z;.

Number of total variables is named as n. All variables are greater than zero.

For each T, where T; is a time interval used by a direct R2V or used by any part of

R2V2V

f f(2.T)) (3.6)

0, if T; is not used in Z;
f(Zi,Tj) =S Z;, if Tj is used in Z; once 3.7
27;, if T; is used in Z; twice
(3.7), satisfies requirements of first way of R2V2V by last case of the function.
Z; variable of RTyVRT,Vc is constrained by T, > 2Z;. Note that direct R2V
communications are constrained by limits of one time interval while second way of
R2V2V communications are constrained by limits of both T4 and 7p. Second way of

R2V2V spends same amount of time from 74 and 7p.

For each D¢, where D¢ is amount of required time to download demanding data of V:

f (Zi.Ve) (3.8)

0, V. is not receiver of Z;

8(Zi,Ve) = { (3.9)

Zi, V. is receiver of Z;
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Objective of this linear programming problem is maximizing total amount of
communication time. Each variable of this problem indicates amount of

communication time for its R2V2V or direct R2V.

n
Maximize : Y Z; (3.10)
i=1

This linear program can be solved with any appropriate algorithm. Simplex is preferred

for its wider use and availability to different platforms.

Furthermore, solution point of this linear programming problem indicates how much
time spent on a particular R2V or R2V2V communication within each smallest time

interval.

Subsequently, one time interval might be used by more than one communication. In the
last step, proposed model defines intra-scheduling for smallest time intervals. For the
first way of R2V2V communications, R2V part must be guaranteed to take place before
V2V part for each individual R2V2V communication. For the second way of R2V2YV,
there is no need for an intra-scheduling since R2V part of the communication explicitly
performed before V2V. Direct R2V communications do not require additional work for

an intra-scheduling since they do not have successive communications.
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4. SIMULATIONS AND RESULTS

This section presents simulation environment for the vehicular network scenario and

comparison of proposed models with existing models.

4.1 Simulation Environment

A straight road with one lane is simulated. Every vehicle and RSU has a transmission
range of 150 meters. Every cluster member travels in same direction with constant
velocity. Distance between first and last vehicles in the cluster is 300 meters (Fig. 4.1).
Cluster has 10 vehicles. Bandwidth of the channel is 4 Mbps. Velocities of vehicles
vary between 11 - 18 m/sec (40-60 km/h).

Simulation is developed in Java for cross compatibility issues. Apache Commons
Foundation’s Math Library is used for implementation of simplex algorithm.
Executable file of the simulation generates scheduling and visualizes it as in Fig. 4.3

and Fig. 4.5. (Readers can find the executable jar file at www.futurist.itu.edu.tr).

4.2 Uplink Simulation

In the simulation, scheduling begins right after any member of the cluster has entered
RSU coverage. This is the worst case scenario of the model since direct V2R
communications will interfere with V2V communications by colliding with them.
This will decrease available time for V2V communications and create a significant

disadvantage for proposed model.

A cluster can upload data to RSU as long as at least one member is inside of the
RSU coverage. Performance criterion is defined as utilization of this time interval i.e.
how much percentage of this time is spent on uploading data to RSU. Please note that
V2V communications are not considered as gain since they are not uploading any data.
Total amount of time spent on V2R part of the V2V2R communications is summed to

evaluate model’s exact gain.
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Figure 4.1: Visualization of simulation environment.

Following scheduling models have been compared:
e Earliest deadline first (EDF) only.

e First come first served (FCES) only.

e Proposed V2V2R model, Step 1 uses EDF.

e Proposed V2V2R model, Step 1 uses FCFS.

In the scenarios, vertical axis indicates utilization while horizontal axis indicating
increasing amounts of data the cluster has. Data is increased until the cluster is unable

to send all its data.

For scenario in Fig. 4.2(a), first vehicle of cluster has data to be upload, while others
do not have data. In this scenario, V2V2R cannot be used since the vehicle has no

available migration interval. Maximum utilization is 57.1% for each model.

For scenario in Fig. 4.2(b), vehicle that is in the middle of cluster has data to be
upload, while others do not have data. Proposed model is able to achieve 63.6%
utilization while others achieved 42.5%. V2V2R communications increased utilization

up to 21%.

For scenario in Fig. 4.2(c), last vehicle of cluster has data to be upload, while others
do not have data. Proposed model is able to achieve 71.2% utilization, while others
still achieving 42.5% utilization. V2V2R communications increased utilization up to
28%. This is a better result than previous scenario since the sender vehicle has more

migration intervals.

For scenario in Fig. 4.2(d), every vehicle of cluster has data to be upload with varying
amounts. In this scenario, FCFS and EDF shown better results compared to previous
scenarios. However, V2V2R communications are still able to improve utilization

significantly. In the last test of scenario where some vehicles have remaining data
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on each models, following utilization ratios are obtained: FCFS achieved 81.5%, EDF
achieved 85.8%, Proposed model where Step 1 is FCFS achieved 96.6%, Proposed
model where Step 1 is EDF achieved 98.3% utilization. This scenario shows that

proposed model can almost fully utilize uplink in a realistic scenario.

Fig. 4.3 shows scheduling of a sample run in Fig. 4.2(d) where 98.3% uplink utilization
is achieved while using proposed model with EDF. Horizontal axis shows time in
seconds. Vertical axis represents vehicles. Each vehicle has its individual color.
Vertical straight and colored lines are entrance times to RSU coverage of each vehicle.
Vertical dashed lines are leaving time of RSU coverage for a vehicle. Horizontal
colored and thick lines are scheduling related lines. Horizontal bottom line shows
communications where RSU is receiver. Single colored horizontal lines are direct
V2R communications from Step 1. They have been generated by earliest deadline
based scheduling. Lines which have gray lines inside them refer to a sender of a
V2V communication. Outside of the line is painted with relay’s color. Relay of V2V
communication has black line in it. Outside of the line is painted with sender’s color.
V2R part of the communication has a black line in it, while outside is painted with
relay’s color. For fig. 4.3, there are three V2V2R communications. Two of them are
between v10 and v8. Both of them are "way 2 of V2V2R" communications. V10 sent
its data to v8 in (0, 2) and (3.56, 6,59). These two V2V communications are concurrent
with other communications. V8 sent this data to RSU in (41.4, 43.4) and (43.4, 46.43)
interval. Last communication is between V3 and V1. This is a "way 1 of V2V2R"
communication. V3 sent its data in (2, 2.78) which is an idle interval, V1 sent this data
to RSU in (2.78, 3.56) interval. Please note that there are not any uploading process
to RSU in (2, 2.78) interval. In (0, 2) and (2.78, 46.43), there is always an uploading

process.

25



B0

a0

40

30

Utilization of Uplink

20

70

60

a0

40

Utilization of Uplink

30

FCFS
—&—FCFS and W242R
—=—EDF

—4F—EDF and W2v2R

g 10 12 14
Total data of cluster (in megabytes)

(a) First vehicle has all the data.

FCFS
—&—FCFS and ¥2v2R
—=—EDF

—#— EDF and w2\2R

g 10 12 14 16
Total data of cluster (in megabytes)

(b) Vehicle in the middle has all the data.

a0

70

B0

a0

|Milization of Uplink

40

30

100
a0
g0
70
60

Utilization of Uplink

a0
40

10

FCFS
—&— FCFS and W2V2R
—=—EDF
—#— EDF and ¥2v2R

10 12 14 16 18
Total data of cluster (in megabytes)

(c) Last vehicle has all the data.

FCFS
—&— FCFS and W2v2R
—=—EDF
—k— EDF and W2W2R

15 20 25
Total data of cluster (in megabytes)

(d) Every vehicle has varying amounts of data.
Figure 4.2: Uplink utilization results.
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4.3 Downlink Simulation

A cluster can download data from RSU if any of the cluster members is inside of
the RSU coverage. Utilization of total connection time with the RSU is defined as
performance criteria i.e. cluster spent how much percentage of its connection time
to the total download processes. Note that R2V2V communications are considered
with only their V2V part of communication since R2V part is performed for relaying

purposes and cannot be assumed as a download.

Following scheduling models have been compared with respect to utilization of

downlink:

e Proposed model which allows both direct R2V and R2V2V.
e Earliest deadline first (EDF) which allows only direct R2V.

e First come first served (FCFS) which allows only direct R2V

In the figures related with the mentioned scenarios, utilization is represented in vertical
axis. Horizontal axis represents increasing amounts of data the cluster needs to
download. Total download demand of the cluster is increased until any member of
the cluster is unable to receive all its data. Velocities of vehicles and their distance to

RSU are fixed for all scenarios.

For scenario in Fig. 4.4(a), first vehicle i.e. nearest vehicle to RSU, has download
demand while other vehicles do not have any data to be downloaded. First vehicle is
unable to use R2V2V communications in this scenario since it cannot be receiver of
any R2V2V communication. In this scenario, R2V2V cannot be used since the vehicle
has no available V2V communication interval. Proposed model has achieved same

utilization value with EDF and FCFS.

For scenario in Fig. 4.4(b), vehicle that is in the middle of cluster has download
demand while other vehicles do not have any data to be downloaded. Proposed model
utilizes downlink up to %10 better than the EDF and FCFS. Employment of R2V2V

communications has provided this increase.
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For scenario in Fig. 4.4(c), last vehicle of cluster has download demand while other
vehicles do not have any data to be downloaded. Proposed model utilizes downlink up
to %13 better than EDF and FCFS. Similiarly with the previous scenario, employment

of R2V2V communications lead to better utilization.

For scenario in Fig. 4.4(d), every vehicle of cluster has varying amounts of data to be
downloaded. In this scenario, FCFS and EDF has obtained better utilization compared
to previous scenarios. However, proposed model has still significantly better utilization
then FCFS and EDF. Proposed model utilizes downlink up to %6.5 better then the

others.

Fig. 4.5 presents scheduling of a sample run in Fig. 4.4(d) where %93.4 downlink
utilization is achieved. Horizontal axis shows time in seconds. Vertical axis
represents vehicles. Each vehicle’s communication is represented in its horizontal
space. Entrance time to RSU coverage for a vehicle is shown by vertical straight
lines. Leaving time of RSU coverage for a vehicle is shown by vertical dashed
lines. Horizontal thick lines are scheduling related lines. Horizontal bottom line
shows downlink communications where RSU is sender. Single colored horizontal
lines are direct R2V communications. Lines which have gray lines inside them refer
to a receiver of a V2V communication. Relay of V2V communication has black line
in it during R2V and V2V parts of the communication. For this sample, there are
two R2V2V communications. Both of these R2V2V communications are between V1
and V2 where V1 is relay and V2 is receiver. Both of them are first way of R2V2V
communications. V1 downloads V2’s data in (2, 3.15) and relays it to V2 in (3.15, 4,3).
After that, V1 downloads V2’s data again in (4.31, 5.77) and relays it to V1 in (5.77,
7.23). Rest of the communications is direct R2V communications between vehicles
and RSU. Note that communication media is always used during cluster’s interaction

with the RSU.
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(d) Every vehicle has varying amounts of data.
Figure 4.4: Downlink utilization results.
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S. CONCLUSIONS AND FUTURE WORK

5.1 Conclusions

This thesis proposes a novel scheduling model for downlink and uplink utilization
in clustered vehicular networks. Total amount of data that can be transferred
between RSU and cluster was aimed to be increased with making use of
V2V2R communications. Simulations showed that the contribution of V2V2R
communications enables proposed model to utilize communication channel better than
existing scheduling algorithms such as EDF or FCFS. Under realistic assumptions,
proposed models were able to almost fully utilizing communication channel. This is
achieved by an efficient V2V2R and V2R scheduling model which turns the resource

sharing problem into a linear programming problem in a scalable manner.

5.2 Future Work

For the future, a model that can handle both uploads and downloads in the same
scheduling policy which also allows chains of V2V communications can be designed.
This model requires uplink scheduling policy to be determined with only linear
programming, without preprocessing the model by another scheduling policy. As
an extension, scheduling of the communications after leaving RSU coverage can
be modelled. This approach requires a probabilistic model that can estimate future

directions of the vehicles, as well as their future velocity.

33



34



REFERENCES

[1] IEEE 1609 Family of Standards for Wireless Access in Vehicular Environments;
available from IEEE Standards.

[2] An, S.H., Lee, B.H. and Shin, D.R. (2011). A Survey of Intelligent
Transportation Systems, Computational Intelligence, Communication
Systems and Networks (CICSyN), 2011 Third International Conference on,
pp-332-337.

[3] Li, F. and Wang, Y. (2007). Routing in vehicular ad hoc networks: A survey,
Vehicular Technology Magazine, IEEE, 2(2), 12-22.

[4] Karagiannis, G., Altintas, O., Ekici, E., Heijenk, G., Jarupan, B., Lin, K.
and Weil, T. (2011). Vehicular Networking: A Survey and Tutorial
on Requirements, Architectures, Challenges, Standards and Solutions,
Communications Surveys Tutorials, IEEE, 13(4), 584-616.

[5] Hartenstein, H. and Laberteaux, K. (2008). A tutorial survey on vehicular ad hoc
networks, Communications Magazine, IEEE, 46(6), 164—171.

[6] Campolo, C., Vinel, A., Molinaro, A. and Koucheryavy, Y. (2011).
Modeling Broadcasting in IEEE 802.11p/WAVE Vehicular Networks,
Communications Letters, IEEE, 15(2), 199-201.

[7] Raya, M. and Hubaux, J.P. (2007). Securing Vehicular Ad Hoc Networks, J.
Comput. Secur., 15(1), 39-68, http://dl.acm.org/citation.
cfm?id=1370616.1370618.

[8] Abdrabou, A. and Zhuang, W. (2011). Probabilistic Delay Control and Road
Side Unit Placement for Vehicular Ad Hoc Networks with Disrupted

Connectivity, Selected Areas in Communications, IEEE Journal on, 29(1),
129-139.

[9] Harri, J., Filali, F. and Bonnet, C. (2009). Mobility models for vehicular ad hoc
networks: a survey and taxonomy, Communications Surveys Tutorials,
IEEE, 11(4), 19-41.

[10] Shea, C., Hassanabadi, B. and Valaee, S. (2009). Mobility-Based Clustering
in VANETs Using Affinity Propagation, Global Telecommunications
Conference, 2009. GLOBECOM 2009. IEEE, pp.1-6.

[11] Nzouonta, J., Rajgure, N., Wang, G. and Borcea, C. (2009). VANET Routing
on City Roads Using Real-Time Vehicular Traffic Information, Vehicular
Technology, IEEE Transactions on, 58(7), 3609-3626.

35



[12] Jerbi, M., Senouci, S.M., Rasheed, T. and Ghamri-Doudane, Y. (2009).
Towards Efficient Geographic Routing in Urban Vehicular Networks,
Vehicular Technology, IEEE Transactions on, 58(9), 5048-5059.

[13] Sommer, C., Tonguz, O. and Dressler, F. (2011). Traffic information systems:
efficient message dissemination via adaptive beaconing, Communications
Magazine, IEEE, 49(5), 173-179.

[14] Breu, J. and Menth, M. (2013). Relevance estimation of cooperative awareness
messages in VANETS, Wireless Vehicular Communications (WiVeC), 2013
IEEE 5th International Symposium on, pp.1-5.

[15] Ng, S.C., Zhang, W., Zhang, Y., Yang, Y. and Mao, G. (2011). Analysis
of Access and Connectivity Probabilities in Vehicular Relay Networks,
Selected Areas in Communications, IEEE Journal on, 29(1), 140-150.

[16] Wu, C., Ohzahata, S. and Kato, T. (2013). Data Dissemination with Dynamic
Backbone Selection in Vehicular Ad Hoc Networks, Vehicular Technology
Conference (VIC Fall), 2013 IEEE 78th, pp.1-6.

[17] Wang, W., Xie, F. and Chatterjee, M. (2009). Small-Scale and Large-Scale
Routing in Vehicular Ad Hoc Networks, Vehicular Technology, IEEE
Transactions on, 58(9), 5200-5213.

[18] Han, C., Dianati, M., Tafazolli, R., Liu, X. and Shen, X. (2012). A Novel
Distributed Asynchronous Multichannel MAC Scheme for Large-Scale
Vehicular Ad Hoc Networks, Vehicular Technology, IEEE Transactions
on, 61(7),3125-3138.

[19] Hussain, R., Son, J., Eun, H., Kim, S. and Oh, H. (2012). Rethinking
Vehicular Communications: Merging VANET with cloud computing,
Cloud Computing Technology and Science (CloudCom), 2012 IEEE 4th
International Conference on, pp.606—609.

[20] Mershad, K. and Artail, H. (2013). Finding a STAR in a Vehicular Cloud,
Intelligent Transportation Systems Magazine, IEEE, 5(2), 55-68.

[21] Lee, C., Huang, C., Yang, C. and Lin, H. (2014). The K-hop Cooperative
Video Streaming Protocol Using H.264/SVC Over the Hybrid Vehicular
Networks, Mobile Computing, IEEE Transactions on, 13(6), 1338-1351.

[22] Arellano, W. and Mahgoub, 1. (2013). TrafficModeler extensions: A case for
rapid VANET simulation using, OMNET++;, SUMO, and VEINS, High
Capacity Optical Networks and Enabling Technologies (HONET-CNS),
2013 10th International Conference on, pp.109—115.

[23] Krajzewicz, D., Erdmann, J., Behrisch, M. and Bieker, L. (2012). Recent
Development and Applications of SUMO - Simulation of Urban MObility,
International Journal On Advances in Systems and Measurements,
5(3&4), 128-138.

36



[24] Varga, A. and Hornig, R. (2008). An overview of the OMNeT++ simulation
environment, Simutools ’08: Proceedings of the Ist international
conference on Simulation tools and techniques for communications,
networks and systems & workshops, 1CST (Institute for Computer
Sciences, Social-Informatics and Telecommunications Engineering),
ICST, Brussels, Belgium, Belgium, pp.1-10.

[25] Zhang, R., Cheng, X., Yao, Q., Wang, C.X., Yang, Y. and Jiao,
B. (2013). Interference Graph-Based Resource-Sharing Schemes for
Vehicular Networks, Vehicular Technology, IEEE Transactions on, 62(8),
4028-4039.

[26] Pyun, S.Y., Cho, D.H. and Son, J.W. (2011). Downlink Resource Allocation
Scheme for Smart Antenna Based V2V2I Communication System,
Vehicular Technology Conference (VIC Fall), 2011 IEEE, pp.1-6.

[27] Miller, J. (2008). Vehicle-to-vehicle-to-infrastructure (V2V2I) intelligent trans-
portation system architecture, Intelligent Vehicles Symposium, 2008 IEEE,
pp.715-720.

[28] Doppler, K., Rinne, M., Wijting, C., Ribeiro, C. and Hugl, K. (2009).
Device-to-device communication as an underlay to LTE-advanced
networks, Communications Magazine, IEEE, 47(12), 42-49.

[29] Yu, C.H., Doppler, K., Ribeiro, C. and Tirkkonen, O. (2011). Resource
Sharing Optimization for Device-to-Device Communication Underlaying
Cellular Networks, Wireless Communications, IEEE Transactions on,
10(8), 2752-2763.

[30] Liu, C.L. and Layland, J.W. (1973). Scheduling Algorithms for Multiprogram-
ming in a Hard-Real-Time Environment, J. ACM, 20(1), 46-61, http:
//doi.acm.org/10.1145/321738.321743.

[31] Todd, M.J. (2002). The many facets of linear programming, Mathematical
Programming, 91(3), 417-436, http://dx.doi.org/10.1007/
s101070100261.

[32] Guclu, S. and Altilar, D. (2014). Uplink Utilization with V2V2R Communications
in Clustered Vehicular Networks, [EEE Wireless Communications,

Vehicular Technology, Information Theory and Aerospace & Electronic
Systems (VITAE).

[33] Guclu, S. and Altilar, D. (2014). Downlink Utilization with R2V2V Communi-
cations in Clustered Vehicular Networks, IEEE Communication Systems
Networks and Digital Signal Processing (CSNDSP).

[34] Chuah, M.C., Yang, P., Davison, B. and Cheng, L. (2006). Store-and-Forward
Performance in a DTN, Vehicular Technology Conference, 2006. VIC
2006-Spring. IEEE 63rd, volume 1, pp.187-191.

37



38



CURRICULUM VITAE

Name Surname: SALIH SERDAR GUCLU

Place and Date of Birth: DINAR - 11.07.1989

Adress: ITU Bilgisayar ve Bilisim Fakiiltesi Laboratuar-3 Sariyer/ISTANBUL
E-Mail:guclusa@itu.edu.tr

B.Sc.: Istanbul Technical University, Computer Engineering, 2011 June

List of Publications and Patents:

PUBLICATIONS/PRESENTATIONS ON THE THESIS

e Guclu, S. S. and Altilar, D. T. (2014). Uplink Utilization with V2V2R Communica-
tions in Clustered Vehicular Networks, IEEE Wireless Communications, Vehicular
Technology, Information Theory and Aerospace & Electronic Systems (VITAE).

e Guclu, S. S. and Altilar, D. T. (2014). Downlink Utilization with R2V2V
Communications in Clustered Vehicular Networks, IEEE/IET International

Symposium on Communication Systems, Networks & Digital Signal Processing
(CSNDSP’14)

39





