ABSTRACT
In the paper, we propose a new metric for the minimization of area in the generic problem of multiple constant multiplications, and demonstrate its effectiveness for digital FIR filters. Previous methods use the number of required additions or subtractions as a cost function. We make the observation that not all of these operations have the same design cost. In the proposed algorithm, a minimum area solution is obtained by considering area estimates for each operation. To this end, we introduce accurate hardware models for addition and subtraction operations in terms of gate-level metrics, under both signed and unsigned representations. Our algorithm not only computes the best design solution among those that have the same number of operations, but is also able to find better area solutions using a non-minimum number of operations. The results obtained by the proposed exact algorithm are compared with the results of the exact algorithm designed for the minimum number of operations on FIR filters and it is shown that the area of the design can be reduced by up to 18%.
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1. INTRODUCTION
Finite impulse response (FIR) digital filters are widely used in digital signal processing by virtue of stability and easy implementation. The problem of designing FIR filters has received a significant amount of attention during the last decade, as the filters require a large number of multiplications, leading to excessive area, delay, and power consumption even if implemented in a full custom integrated circuit. Previous works have focused on the design of filters with minimum area by replacing the multiplication operations with constant coefficients by addition, subtraction, and shifting operations. Since shifts are free in terms of hardware, the design problem can be defined as the minimization of the number of addition/subtraction operations to implement the coefficient multiplications. This is in fact applicable to several other problems in digital signal processing and is generically known as the multiple constants multiplication (MCM) problem.

There have been a number of algorithms proposed for the optimization of the number of operations. These methods range from the graph based coefficient synthesis techniques [1, 2] and exhaustive enumeration of all possible digit patterns [7] to the sharing of common digits [4]. To further reduce the complexity of the design, the coefficients can be expressed in canonical sign digit (CSD) or represented in minimal sign digit (MSD). Both representations use the signed digit system with the digit set \{-1, 0, 1\}, where $T$ denotes -1, and have a common property that the number of non-zero digits is minimal. The CSD representation provides a unique representation for every constant, since two non-zero digits are not adjacent in CSD. A constant can have several MSD representations, because non-zero digits can be consecutive in MSD. In [6], it is shown that using MSD representation yields better solutions than CSD in the optimization of the number of operations, since it has the same number of non-zero digits as CSD, but provides multiple alternative representations for a constant. Recently, we have proposed an exact algorithm that maximizes the sharing of partial terms using 0-1 Integer Linear Programming (ILP) [3]. Although these heuristic and exact algorithms find best solutions for the optimization of the number of operations, these solutions may prove sub-optimal when implemented at the gate level. In this work, we consider gate-level metrics in the selection of an operation to be implemented. We introduce architectures based on half adders (HAs) and full adders (FAs) for addition and subtraction operations under unsigned and signed input models. We implemented an exact algorithm that is based on the exact algorithm of [3], but it is modified in order to take into account the gate-level metrics of the operations. In the proposed algorithm, the objective function is defined as a linear combination of optimization variables representing operations with their cost values used in the synthesis environment. Note that the area of an operation implemented at the gate level depends on:

- the type of the operation (addition or subtraction),
- the shifted input (minuend or subtrahend) in a subtraction,
- the number of shifts at the inputs,
- the position of the operation in the architecture (that influences the number of bits),
- the range and type of numbers considered (unsigned or signed).

The rest of the paper is organized as follows. In Section 2, the exact algorithm is described. The cost of addition and subtraction operations, signed and unsigned, considering gate-level metrics is derived in Section 3. Experimental results are given in Section 4 and the paper concludes with Section 5.
2. THE EXACT ALGORITHM

In this section, we present the implementation of the exact algorithm designed for the minimization of area and describe the Boolean network constructed by the algorithm that represents the optimization problem. The implemented algorithm can be used for any type of coefficient representation: binary, CSD, or MSD. Initially, we describe the MSD implementation of the algorithm and then, we summarize the changes for binary and CSD representations.

In the preprocessing phase of the algorithm, we convert all filter coefficients to positive and then round to odd by successive divisions by 2. Each new resulting coefficient is added to a set called $Iset$ that represents all possible implementations of a value $i$. For each element $i$ in $Iset$, all MSD representations are determined using $\lceil \log_2(i) \rceil + 1$ bits and inserted in $Cset$. Although $Cset$ begins with all the MSD representations of the coefficients, $Cset$ will be augmented with MSD representations of partial terms during the execution of our algorithm. In the main algorithm loop, an element $c$, representing a number $i$, is removed from $Cset$ and is processed to determine its covers in the following way: 1) compute all partial term pairs that covers the element $c$; 2) convert each element of the cover pair to positive and make it odd; 3) add each cover pair to the corresponding set of covers of the element being processed, $Aset$; 4) add the MSD representations of each cover to $Cset$, if the representation has not been processed yet and it is not already in $Cset$. Covers with only one non-zero digit are skipped. This loop is repeated until there are no more elements in $Cset$. The pair of elements in each $Aset$, represents all possible implementations of a value $i$ based on its MSD representations.

The final 0-1 ILP optimization model is generated in three steps: 1) for each pair element in $Aset$, generate the corresponding AND gate, with an additional input that represents an optimization variable for the AND gate. Generate an OR gate for the value $i$ with the outputs of all the ANDs resulting from $Aset$; 2) identify all the OR gate outputs that represent a coefficient (values belonging to $Iset$) and set their outputs to value 1; 3) generate the objective function to be minimized. This function is a linear combination of the optimization variables at inputs of the AND gates.

As described in the first step, the network constructed by the algorithm only includes AND and OR gates. In this network, an AND gate represents an addition/subtraction operation and an OR gate combines the possible ways of implementation of a filter coefficient or a partial term. The primary inputs of the network represent the filter input or its shifted versions. The primary outputs of the network are the OR gate outputs that generate the filter coefficients. The number of inputs for each AND gate is three: two are either primary inputs or OR gate outputs and the third is an optimization variable. The inputs of an OR gate are the outputs of AND gates associated with the partial term. As an example, suppose that the value 51 (1010101T in CSD) is the filter coefficient. The network generated by the exact algorithm is given in Figure 1 with the elimination of 1-input OR gates for 3, 17, and 63 partial terms. The type of each operation (adder or subtractor) is given inside of each AND gate. Observe that the coefficient 51 can be implemented in 7 different ways with additions and subtractions.

Note that the algorithm can be easily adapted to obtain the 0-1 ILP optimization model with different coefficient representations. In this case, the $Cset$ starts with the binary or CSD representations of the filter coefficients.

Figure 1: The network for the coefficient 51 in CSD.

In [3], since the maximization of the partial term sharing is realized, each optimization variable represents a partial term and its cost value is assigned to 1. In our algorithm, since we focus on the minimization of the area in a digital filter, an optimization variable is assigned to each operation and the cost value of each optimization variable in the objective function is determined using gate-level metrics as described in Section 3. Note that an exact algorithm for the minimization of the number of operations can be designed, when the cost value of each optimization variable, representing an operation, is assigned to 1. To obtain an exact solution, we use an efficient SAT-based 0-1 ILP solver [5] that incorporates several advanced optimization techniques and has been applied to several classes of problems.

3. THE PROPOSED MODELS

In this section, we describe the implementation of addition and subtraction operations in the design and determine the cost of each operation in terms of HAs, FAs and logic gates in a given technology library. Since the shifts are free in terms of hardware, the filter coefficients and partial terms are considered as odd numbers. There are three different types of operations that we can consider:

- $A \cdot S_A + B \cdot S_B$ (an adder where $S_A = 0, S_B = S$)
- $A \cdot S_A - B \cdot S_B$ (a subtractor where $S_A = S, S_B = 0$)
- $A \cdot S_A - B \cdot S_B$ (a subtractor where $S_A = 0, S_B = S$)

In given operations, $A$ and $B$ represent the numbers at the inputs of the operation, $S_A$ and $S_B$ denote the number of shifts on $A$ and $B$ respectively. The following parameters are considered during the computation of each operation cost.

- $S$: the number of shifts
- $n_A$: the number of bits of $A$ in the input
- $n_B$: the number of bits of $B$ in the input
- $n_m$: minimum number of bits: $\min(n_A + S_A, n_B + S_B)$
- $n_M$: maximum number of bits: $\max(n_A + S_A, n_B + S_B)$

We note that the number of the bits at the inputs of an operation depends on the bit width of the filter input that is denoted by $N$ and the inputs that are represented by the filter
coefficients or partial terms. The cost of each operation is determined considering unsigned and signed numbers, since these lead to different implementations due to the sign extension and is formulated by considering the overlap between inputs and taking into account specific cases.

### 3.1 Addition operation \( A + B_{\leq S} \)

The implementation cost of an addition operation in terms of HAs and FAs are given in Table 1. In Figure 2, examples on unsigned input models are given. Observe that larger number of shifts at the input achieves smaller area, since shifts are implemented with only wires in the design. Note that when the number of FAs is negative in the unsigned input case, no hardware is needed and the operation can be implemented with only wires as illustrated in the second example. This situation occurs, when the number of shifts of the operand \( B \) is equal to or higher than the number of bits of the operand \( A \). In the signed input case, this situation never occurs, due to the sign extension of the operand \( A \).

![Figure 2: Examples on the computation of the cost of an \( A + B_{\leq S} \) operation under unsigned input.](image)

### 3.2 Subtraction operations \( A_{\leq S} - B \) and \( A - B_{\leq S} \)

A subtraction operation is implemented using 2’s complement, i.e., \( A + B + 1 \). So, the inverter (\( \text{inv} \)) is included in the cost of subtraction operations. Additionally, a different type of HA block denoted by HA’ is introduced. HA’ block is the special implementation of FA block when one of the inputs is 1 (as opposed to HA, another special implementation of FA when one of the inputs is 0). Suppose the input \( B \) is 1, the addition (sum) and carry output (\( \text{Cout} \)) are the functions of the input \( A \) and the carry input (\( \text{Cin} \)) given as sum = \( \text{Cin} \oplus A \) and \( \text{Cout} = \text{Cin} + A \). The implementation cost of these subtraction operations are given in Table 1. In Figure 3, examples on unsigned input models are given for both subtraction operations. For the \( A_{\leq S} - B \) operation, observe that the inverter accounted for the first bit is required not to generate the first bit of the result (since this is always equal to the first bit of the operand \( B \)), but to generate the carry taken to the second bit. For the \( A - B_{\leq S} \) operation, we note that the shifts can be fully utilized by starting addition with the first digit of the inverted operand \( B \) resulting in a smaller area. Observe that the cost of the operation is computed without HA blocks as opposed to the \( A_{\leq S} - B \) subtraction operation.

![Figure 3: Examples on the computation of the cost of subtraction operations under unsigned input.](image)

### 4. EXPERIMENTAL RESULTS

In this section, we present the results that are obtained with the minimum number of operations and the minimum area objectives. The data associated with the HA, HA’, FA blocks and an inverter were taken from UMC Logic 0.18\( \mu \text{m} \) Generic II library and are given in Table 1, on the right. We note that while \( \text{inv} \), HA, and FA are primitive gates of the library, HA’ was implemented using the gates in the library as defined in Section 3.2.

As an experiment set, we used filter instances where the coefficients were computed with MATLAB using the Remez algorithm. The specifications of filters are given in Table 2 where \( \text{pass} \) and \( \text{stop} \) are the normalized passband and stop-band frequencies respectively; \#tap is the number of coefficients; and \( \text{width} \) is the bit-width of the coefficients. The filter coefficients are defined in MSD representation, since MSD gives more promising solutions than binary and CSD.

The exact solutions with minimum number of operations and minimum area objectives are obtained on filter instances for unsigned and signed input models, when the bit widths of

<table>
<thead>
<tr>
<th>Filter</th>
<th>( \text{pass} )</th>
<th>( \text{stop} )</th>
<th>#tap</th>
<th>\text{width}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.20</td>
<td>0.25</td>
<td>120</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>0.10</td>
<td>0.25</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>0.15</td>
<td>0.25</td>
<td>40</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>0.20</td>
<td>0.25</td>
<td>80</td>
<td>15</td>
</tr>
<tr>
<td>5</td>
<td>0.24</td>
<td>0.25</td>
<td>120</td>
<td>12</td>
</tr>
<tr>
<td>6</td>
<td>0.15</td>
<td>0.25</td>
<td>60</td>
<td>14</td>
</tr>
<tr>
<td>7</td>
<td>0.15</td>
<td>0.20</td>
<td>60</td>
<td>14</td>
</tr>
<tr>
<td>8</td>
<td>0.15</td>
<td>0.20</td>
<td>100</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>0.10</td>
<td>0.15</td>
<td>60</td>
<td>14</td>
</tr>
<tr>
<td>10</td>
<td>0.10</td>
<td>0.15</td>
<td>100</td>
<td>16</td>
</tr>
</tbody>
</table>

![Table 2: Filter specifications.](image)

Table 1: Implementation cost of addition and subtraction operations (left) and experimental data (right).
the filter inputs, i.e., $N$, are 8, 16, and 24. The results on unsigned and signed models are given in Table 3, top half and bottom half respectively. In this table, oper denotes the number of operations, and area and delay denote the total area and the delay of the multiplier block of the filter, respectively.

In this experiment, we observe that a minimum solution in terms of the number of operations may not give the minimum area design (e.g., Filter 10 with 8 bits), and the area of the design can be improved using the proposed approach. As can be seen from experimental results, the reduction in area can be 13.5% and 12.5% on average for unsigned and signed models respectively. Since the optimization of area yields the optimization of the number of half and full adders, the delay of the filter inputs, i.e., $N$, are 8, 16, and 24. The results on unsigned and signed models are given in Table 3, top half and bottom half respectively. In this table, oper denotes the number of operations, and area and delay denote the total area and the delay of the multiplier block of the filter, respectively.

In this experiment, we observe that a minimum solution in terms of the number of operations may not give the minimum area design (e.g., Filter 10 with 8 bits), and the area of the design can be improved using the proposed approach. As can be seen from experimental results, the reduction in area can be 13.5% and 12.5% on average for unsigned and signed models respectively. Since the optimization of area yields the optimization of the number of half and full adders, the delay of the filter inputs, i.e., $N$, are 8, 16, and 24. The results on unsigned and signed models are given in Table 3, top half and bottom half respectively. In this table, oper denotes the number of operations, and area and delay denote the total area and the delay of the multiplier block of the filter, respectively.

In this experiment, we observe that a minimum solution in terms of the number of operations may not give the minimum area design (e.g., Filter 10 with 8 bits), and the area of the design can be improved using the proposed approach. As can be seen from experimental results, the reduction in area can be 13.5% and 12.5% on average for unsigned and signed models respectively. Since the optimization of area yields the optimization of the number of half and full adders, the delay of the filter inputs, i.e., $N$, are 8, 16, and 24. The results on unsigned and signed models are given in Table 3, top half and bottom half respectively. In this table, oper denotes the number of operations, and area and delay denote the total area and the delay of the multiplier block of the filter, respectively.

In this experiment, we observe that a minimum solution in terms of the number of operations may not give the minimum area design (e.g., Filter 10 with 8 bits), and the area of the design can be improved using the proposed approach. As can be seen from experimental results, the reduction in area can be 13.5% and 12.5% on average for unsigned and signed models respectively. Since the optimization of area yields the optimization of the number of half and full adders, the delay of the filter inputs, i.e., $N$, are 8, 16, and 24. The results on unsigned and signed models are given in Table 3, top half and bottom half respectively. In this table, oper denotes the number of operations, and area and delay denote the total area and the delay of the multiplier block of the filter, respectively.

5. CONCLUSIONS

In this work, an exact algorithm that minimizes the area of the multiplier block of a digital filter is proposed. The area estimate of each operation is defined in terms of gate-level metrics and is used in the objective function to weight the cost of the operation. We present results indicating that if these issues are ignored, i.e., if the objective function is limited to the number of operations, the actual hardware implementation can be far from optimum. Although these results focus on FIR filters, our method can be directly applied to any system that uses multiple constant multiplications.
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