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Rule Based Collision Avoidance System For Vehi-
cles

(Summary)

With the development of technology, cameras have become an essential part of our lives
day by day. Cameras have been widely used in almost every field of our lives. The
images were only stored on the film earlier but they are now taken digitally and stored
in electronic media. Therefore, images can be processed in various ways in electronic
environment. In this way, images are used in a wide variety of fields and purposes.
For example, video recordings are used to capture criminals, medical imaging devices
to detect diseases, as well as vehicle license plate identification and speed detection,
face recognition technology in tra [c,_ dnd many more. By virtue of these technological
improvements, the dependency to the camera has increased.

Understanding the events leading up to a car crashes is meaningful in the prevention
of the tra [c_dccidents. Some researchers are expressed that most of the accidents
occur because of the faults related to drivers. With that objective, vehicle related
crash avoidance technologies were needed to improve. Nowadays, number of the tra [c1
accidents are reduced by means of these technologies such as forward collision warning
systems, intelligent engine brake systems, trace control systems, lane departure warning
systems, blind spot warning systems and further.

Collision avoidance systems are aimed at reducing the e [edts and the number of acci-
dents in roads. Therefore, it is aimed to reduce the rate of the number of casualties
experienced and to decrease injuries and loss of life along the year.In these systems, it
is significant to receive the data correctly. The data taken according to the ambient
conditions with various sensors have been processed and a certain number of accident
has been prevented using these technologies.

The objective of this project is to design a system that can warn the driver in the event
of dangerous situations that may be encountered while driving. A camera located on
the front of the vehicle to take images for the detection of motion in surrounding area on
road. If the danger is detected by system, driver will be warned to avoid any accident.

For this purpose, two toy car models were used for shooting dangerous and non-
dangerous situations. The images were taken with a mobile phone camera and the
data set was created. After all data were collected, the data were transferred to the
computer environment and the images were subjected to necessary pre-processing.
OpenCV and Numpy libraries have been used predominantly in Python for process-
ing images in the PC environment.As a result of the investigations, motion vectors
are obtained by using Farneback optical flow function.Under certain assumptions, the
states that the movement indicates a danger and the cases that it does not indicate are
determined as a rule. After that, the collision field on the image is determined. The
speed at which the predicted moving vehicle is estimated by the current optical flow
has been used in various calculations and it has been determined that the vehicle will
enter the collision zone. Driver have been warned in dangerous situation in order that
he/she could take precautions.
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Araclar icin Kural Tabanli Carpisma Onleme Sistemi
(Ozet)

Teknolojinin gelismesiyle, kameralar gin gectikge yasamimizin ayrilmaz bir pargasi
haline gelmistir. Hayatimizin hemen hemen her alaninda kameralar yaygin olarak kul-
lanilmaya baslanmistir. ik zamanlarda, film Uzerine kaydedilerek saklanan goriin-
tulerin yerini simdilerde sayisal olarak kaydedilip elektronik ortamlarda saklanabilen
gorantuler almistir. Sayisal ortamdaki goéruntiler bilgisayar ortamina cesitli sekillerde
islenebilmektedir. Bu sayede goruntiler ¢ok sayida cesitli alanda ve amagcta kullanil-
maktadir. Ornegin, video kayitlarindan suclularin yakalanmasindan, medikal gériin-
tuleme cihazlar araciligiyla hastaliklarin tespitine, bunun yani sira trafikte ara¢ plaka
tespiti ve hiz tespiti, ylz tanima teknolojisi gibi daha bircok alanda yararlaniimaktadir.
Bu teknolojik gelismeler sayesinde kameralara olan baghilik artmistir.

Kameralar gunlik hayatimizin her alaninda gesitli amaglar dogrultusunda yer almaya
baslamistir. Ayni zamanda teknolojinin getirdigi yeniliklerden biri de gunlik hay-
atta sik sik kullandigimiz ulasimimizi kolaylastiran aracglarimizdir. Son zamanlarda,
trafikteki ara¢ yogunlugunun artmasiyla trafik kazalarinin yasanmasi kacinilmaz hale
gelmistir. Trafik kazalarina sebep olan olaylarin anlasilmasi, trafik kazalarinin 6n-
lenmesi agisindan 6nem kazanmaktadir. Bazi arastirmacilar, kazalarin birgogunun
strlculerin hatalari ytziinden meydana geldigini belirtmektedir. Bu sebeple, aracla
ilgili carpisma onleyici teknolojilerin gelistirilmesi gerekiyordu. Gunimuzde 6ndeki
araca carpma uyari sistemleri, akilli motor freni sistemleri, takip kontrol sistemleri,
serit izleme uyari sistemleri, kor nokta uyari sistemleri ve daha ileri teknolojiler trafik
kazalarinin 6nlenebilirligine katkida bulunmaktadir.

Carpisma onleme sistemleri sayesinde trafikte olusan kazalarin ve etkilerinin azaltil-
masi amaglanmaktadir. Dolayisiyla, yil iginde yasanan kazalarin ve yaralilarin, can
kaybi sayisinda azalma olmasi hedeflenmektedir. Bu sistemlerde verinin en dogru bir
sekilde elde edilmesi ¢cok 6nemlidir. Bu yuzden, cesitli sensorler ile ortam kosullarina
gore alinan veri islenerek kazalarin éniine belli bir oranda gecilmistir. Bu tar sistemler,
suruct mudahalesine gerek duymadan veya siricuyd 6nlem almasi icin uyari géndere-
cek sekilde tasarlanir.

Bu projenin amaci, ara¢ hareket halinde iken aracin 6n kisminda bulunan kamer-
adan alinan goruntiler kullanilarak izlenilen yol Gzerinde karsilasilabilecek tehlikeli
durumlarin éncesinde stricuyl uyarabilen bir sistem tasarlamaktir. Baoylelikle, strict
uyarilarak herhangi bir kaza durumundan kaginilmasi hedeflenmektedir.

Bu dogrultuda, iki oyuncak araba model olarak kullanilarak tehlikeli olan ve tehlikeli
olmayan durumlar igin ¢ekimler yapildi. Goruntiler telefon kamerasi ile gekilerek veri
seti olusturuldu. Bu veriler toplandiktan sonra veriler bilgisayar ortamina aktarilarak
goruntiler gerekli 6n islemlerden gecirilmislerdir. Bilgisayar ortaminda goruntilerin
islenmesi icin Python Gzerinde openCV ve Numpy kuttuphaneleri agirlikh olarak kul-
lanilmistir. Hareket tespiti ve tahmini icin optik akis(optical flow) methodlarindan
yararlanilarak hareket vektorlerinin olusturulmasi gerekmistir. Yapilan arastirmalar
sonucunda Farneback optik akis fonksiyonundan yararlanilarak hareket vektorleri elde
edilmistir. Daha sonra, bazi varsayimlar altinda hareketin tehlike belirttigi ve be-
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lirtmedigi durumlar kural olarak kararlastiriimistir. ilk olarak, gérunti Uzerindeki
carpisma alani belirlenmistir. Tehlike olarak éngortlen hareketli aracin o anki optik
akis ile hesaplanan hizi, cesitli hesaplamalarda kullanilmistir ve aracin carpisma bol-
gesine girip girmeyecegdi tespit edilmistir. Tehlikeli durumumlarda srictnin énlem
almasi igin uyari gonderilmistir.
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1 Introduction

Vehicles have an important place in people’s life. People need to use vehicles for trav-
eling, going to work, going to school, visiting someone and such many more purposes.
The most used vehicle by people is car. Along with the increased use of cars on the
roads, tra [caccidents have become now inevitable. Some studies show that every year
millions of people are injured, killed or disabled in car accidents. Understanding the
events leading up to a car crashes is meaningful in the prevention of the tra [c_dcci-
dents. According to “Transportation Accident Statistics 2013 Report” published by the
Ministry of Transport, Maritime A[airs and Communication, tra [c_dccidents which
are result in an average of 2866 physical damage and 442 deaths and injuries occur in
a day. 88.7 percent of tra [c_dccidents were driven by flaws of drivers, 9 percent of
them caused by pedestrians while only 1 percent of the accidents were caused by road
defects. Researches are proved that the reason behind the most of the car accidents
are the faults related to drivers. Alan Amici, who is a vice president of automotive
engineering at TE, explains “Recent NHTSA research shows that approximately 94
percent of accidents are caused by human error,” [1]. As the technology improves,
various in-vehicle technologies and sensors begin to gain ground for preventing these
accidents.

Cars today have many semi-autonomous features like adaptive cruise control, assisted
parking and self-braking systems. These features make use of radars, ultrasound sen-
sors, thermal imaging cameras, laser scanner as well as the front camera to guide the
driver and the car. It is believed that cars with advanced safety features cause to
decimate in the rate of the deaths and injuries were caused by the accidents.

In this project, a single camera is used to record a video for estimation of the move-
ment of the vehicles in order to help avoid various risks that may arise during driving.
It is possible to verify the data manually and analyze the data using computer vision
methods autonomously. The methods are implemented on PC environments. The mo-
tion of the vehicles will be detected from the images using computer vision techniques
initially. The images captured by the camera will be processed by the computer vision
techniques. The method based on optical flow is used to detect moving object.

After all, depending on the movement of the object, the system detects the critical
situations involving other vehicles or pedestrians ahead of or to the side of the vehicle.
Rule based system is created, and used to determine the state of the road. The system
will inform the driver as early as possible to prevent any accidents which might occur
before the moment of danger so that the driver can take action to avoid a collision. In
the Figure 1.1, the flowchart of the collision award system is given.

Optical Flow Vehicle Position > Notification For
Analysis Calculation Driver

A 4

h 4

Images captured

Figure 1.1: The flowchart of the collision avoidance system



With such technology, road tra c fatality rate is expected to lessen considerably. These
technologies lead to decline in the number of the accidents as well.

In this report, description of the project and its plan, literature review and previous
studies, design and implementation, test and evaluation details are explained. In eval-

uation, the success of the project is examined for enhance the development results in
the future.



2 Project Description and Plan

The section contains the general description and the plan for the project.

2.1 Project Description

The purpose of the project is to classify the image frames from data collected by camera
according to level of danger to cause a collision. The system identify the dangerous
conditions and notify the driver.

2.1.1 Time Plan

This section contains the work breakdown structure and the time plan of the project.
The GANTT diagram of the project can be seen in the Figure 2.1 and Figure 2.2 below.

Figure 2.1: Tasks of the project



Figure 2.2: Time plan of the project

2.1.2 Work Breakdown Structure

Work Breakdown Structure where main tasks are enlisted and subtasks that build the
main task is given in Figure 2.3 below.

Figure 2.3: Work breakdown structure of the project



3 Background

In this section, general information is given about previous studies of collision assist
for vehicles, computer vision, optical ow techniques and machine learning algorithms
used along the project.

3.1 Previous Studies of Collision Avoidance System for
Vehicles

Recently, the number of the vehicles on the roads have been increased considerably
as the global economy grows. Due to this reason, the number of tra ¢ accidents has
increased proportionally compared to the increased in the number of the vehicles in
the roads. The research and development of the intelligent driver assistance systems
and autonomous cars have been come to the forefront for the safety issues on the
roads. Large numbers of studies have been done on that score for years. These studies
purposed many various approaches and solutions for the problems. Consequently, many
types of driver assistance systems have been developed and introduced into the market
in order to prevent of the possible tra ¢ accidents and to reduce the risks.

As mentioned previously, taking necessary precautions is crucial to save lives and min-
imize the number of the people injured on-road accidents. So, distinctive methods and
sensors are used to detect the possible crashes. These safety features on vehicles work
throughout driving to keep the driver and passengers in safe. They alert the drivers to
the dangers ahead and help them to take action before the collision. There are many
types of sensors widely used in driver assistance systems. The technology systems an-
ticipate possible collisions with any kind of obstacles, recognize them using such as
radars, cameras, laser scanners or ultrasonic sensors. These sensors vary according to
their purpose of usage. According to the massive data obtained from the sensors, the
driver is warned by the system to prevent or mitigate collision occurring while on the
road.

As stated in statistical data by the United Nations, more than 1 million people lost
their lives in tra c accidents each year in the world. Researches have shown driver in-
attentions is one of the prominent factors which cause tra c accidents [2]. It has been
expressed that the most common sensors used in collision avoidance systems are radars
and cameras which are monitoring the road ahead or behind in the tra c. The driver is
given notice of dangerous situations. The reason why radars are used frequently despite
their cost is that they have more precise, more robust and higher sensing capabilities
[3]. An aordable camera vision can anticipate vehicles, pedestrians, tra c lanes in
close-range, it is feasible to use for collision avoidance systems on that account [4].
Since camera vision system and passive infrared is not suitable to measure the distance
between the vehicle and object ahead. In addition to being budget-friendly, ultrasonic
radars can produce highly accurate results in a short range of distance. As a result of
this, more than one sensor can be used to complement each other in such systems [5].



3.2 Computer Vision

In computer vision, an image frame or more than one image frames can be identi ed
with di erent techniques in order to obtain any kind of useful information according to
relevant needs through their transferred data in electronic environment. Computer vi-
sion techniques are currently used in a quite broad range of eld. Application areas can
be listed as face recognition technology, security systems, surveillance systems, under-
standing satellite images in military industry, radiology in medicine and so on. One of
the applications is the motion detection and estimation across video frames that can be
processed and analyzed using utility of optical ow. Majority of the technologies on ve-
hicle collision warning and detection systems have o ered using passive camera Sensors.
Naveen Onkarappa o ered to carry out an optical ow method which can be applied
on driver assistance systems for object recognition [6]. Elisa Martinez introduced a
system for vehicle collision detection using optical ow combined with time-to-contact
(TTC) which is an estimation of time to hit by other object [7]. However, the method
which Elisa introduce cannot provide detection of object.

3.2.1 Optical Flow

One of the rst method used in motion detection is optical ow which provide more ac-
curate and robust results than many other methods. Optical ow analysis has been de-
veloped over 30 years. It is also widely used in industrial, military, and UAVs [8][9][10].
Many motion detection methods are based on optical ow methods. The motion can
be determined by the change of the position of every single pixel in the two consecu-
tive image frames. The apparent velocity, which occurs on the two-dimensional plane
resulting from the object motion being perceived by the visual sensor, is called optical
ow and the optical ow eld is approximated to the velocity eld by the methods
used [11]. There are several assumptions while working with optical ow.

Figure 3.1: Pixel motion from image I(x,y,t-1) to I(x,y,t)[12]

First assumption is brightness constancy. The brightness is assumed stationary over
the short time period. The other assumption is the motion between frames should be
small[12].

This equation can be found after the gure 3.1 is interpreted:

I(x;y;t+1)=I(x+u t;y+v t;t+ 1) [13



In this equation, t denotes the time di erence between two frames, i and v t denote
the motion of the pixel at (x,y)[13].

There are two unknown variables. It is not possible to solve this equation while we
have only one equation. In order to solve the optical ow problem, new methods and
solution are invented and developed. In our case, Farneback method is used to estimate
optical ow.

3.2.2 Farneback's Method

Optical ow methods can be divided into two classes, as local and global methods. Lo-
cal methods compute the vectors by use of speci c pixels from the image, whereas all
pixels on image are considered in the global methods. Optical ow is computed using
the Gunnar Farneback's algorithm which is a global optical ow method. Detection
of the direction and speed of a moving object in a video frame or an image can be
archived using Farneback method.Farneback's two frames optical ow based on poly-
nomial expansion of a neigbourhood of every pixels in the image [14]. The Farneback
method is fast and linear. In addition to that, it has the smallest average error when

it is compared with other optical ow algorithms [15].

Gunnar Farneback expressed quadratic polynomials which generates the local signal
model represented in a local coordinate system. The formula below represents the
approximation of each pixel neighbourhood by polynomial where A is a symmetric
matrix, b a vector and c a scalar.

f(x) Xx'Ax+bTx+c [15]

The parameters are computed by a Gaussian weighted least squares approximation of
the signal. By computing the neighborhood polynomials on two subsequent images,
the displacement d can directly be acquired under ideal translation. Image(X) is
taken at time t and f,(x) at time (t + dt). If f ;(xX) and f,(x) is determined, d[d,d;]
may be calculated. Here, d implies the ow of the pixels. In equations below(X) is
constructed using f(x - d) where d is global displacement.

f00=fa(x d)=(x d)TA(x d)+bi(x d)+c; [16]
:XTA1X+(b1 ZAld)TX+dTA1d bId"‘Cl

=xTAXx+bJx

Thus, the coe ents in the two polynomial gives the formulas below as assumption of
brightness constancy is ful lled.

A =Ajq;

bz =b 1 2A1d



We can obtain d ,which is the value of displacement, from the equation forb As
shown in equation below:

1
d= éAll(bZ b1)



4 Design and Implementation

This section contains the design ad implementation steps of the project.

4.1 Data Collection

In the data collection part, two consecutive image sequences, which are recorded by
Samsung Galaxy 8, were captured from the top of the car. Shutter speed is adjusted
1/180. I1SO value is set a lower range between 50 and 300 where exact numbers depends
on the lighting of the environment. Manuel focus is selected. Since the object is moving
and the motion needs to be captured by camera without noise and blur, the settings
of the camera is of paramount importance. Shots were made using several di erent
scenes and environments. The camera that detects the moving objects on the road
ahead was mounted on the windscreen of the car, but could not get su cient depth for
the calculation of motion vector. Hence, the camera was repositioned exactly 35 cm
above the roof of the vehicle and the shots were made from the scratch. Lastly, the
image frames were received as input arguments by optical ow function.

Figure 4.1: First Frame Figure 4.2: Second Frame

4.2 Optical Flow Calculation

In the optical ow calculation part, the frames were resized from 4032x1960 to 2016x980
and converted to gray-scale before computation of the dense optical ow. For all of the
computations on images, openCV and Numpy libraries, which o er variety of image
processing functions, were relied on heavily on Python implementation environment.
calcOpticalFlowFarnebackfunction is used to extract the optical ow vectors per each
pixel. The goal of using the function is to track the motion of moving objects with its
direction and speed. The detected motion between pixels is denoted by the arrowed
lines and stationary points denoted by points over the image. In the Figure 4.3 below,
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Figure 4.3: Output of calcOpticalFlowFarneback function

calcOpticalFlowFarnebackiunction computes the optical ow using some input param-
eters. The parameters of the function should be well-selected in order to have good
results. These parameters are explained below [17].

pyr_scale: This parameter speci es the image scale (<1) to build pyramids for
each image. pyr_scale set as 0.5. This value allows each layer of the parameter
to be half the size of the previous layer.

levels: This parameter speci es the number of pyramid layers. This value set as
7. That means 6 extra layers were produced to use in pyramid.

winsize: Window size where the ow is computed. The robustness increase
while the winsize set larger values, however the motion eld becomes indistinct.
This value set as 15.

iterations: Number of iterations the algorithm does at each pyramid level. This
value set as 10.

poly_n: This parameter is the size of the pixel neighborhood in order to nd
polynomial expansion. This value set as 7.

poly_sigma: This parameter is standard deviation of the Gaussian that is used
to smooth derivatives used polynomial expansion. For poly _n=7, this value set
as 1.5 for better results.

The time unit of the optical ow vectors is frame for this project. Each time, the speed
of the vector is calculated as pixel/frame. Afterwards, collision area was determined
and drawn on the output image as well. In the next section, the states of collision will
be explained.
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