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Abstract: This study investigates the effects of magnetic disturbances resulting from geospace storms on the satellite attitudes estimated by EKF. It is shown that the increasing levels of geomagnetic activity affect geomagnetic field vectors predicted by IGRF and T89 models. Various sensor combinations including magnetometer, gyroscope, and sun sensor are evaluated for magnetically quiet and active conditions. Errors are calculated for estimated attitude angles and differences were discussed. This study emphasizes on the importance of environmental factors on the satellite attitude determination systems.
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1. Introduction

The orientation of the geomagnetic field is one of the most critical data in determination and control of the satellite’s attitude especially at the low Earth orbits (LEO) [1–4]. More accurate measurements of the geomagnetic field lead more accurate predictions of the satellite attitude. Geomagnetic field may be obtained from: 1. In-situ measurements of an on-board spacecraft magnetometer, 2. empirical models of the geomagnetic field that utilize the large amount of spacecraft data, and 3. the simulated magnetometer. Simulated magnetometers are constructed on the ground before the satellite launch to reproduce the satellite magnetometer measurements of real space. In other words, a simulated magnetometer is an object simulated by software for
obtaining the geomagnetic field used to estimate the satellite’s attitude. In order to design a simulated magnetometer, a geomagnetic field model, the statistical characteristics of the magnetic field measurements in space and characteristics of on-board satellite magnetometers are needed. The most commonly used geomagnetic field model to predict the Earth’s magnetic field at the satellite location is the International Geomagnetic Reference Field (IGRF) model [5,6]. However, the angle between the magnetic field vector from the IGRF model and the magnetic field vector from the simulated magnetometer affects the accuracy of the attitude angles, namely roll, yaw, and pitch. When transformed the vectors into the same coordinates, the smaller this angle is the more precisely the attitude angles are determined. Therefore, the choice of geomagnetic field model used in the simulated magnetometer is very important in achieving high accuracy in attitude angles.

The main source of the geomagnetic field is the Earth’s dynamo in its core that produces dipolar magnetic fields in near-Earth space environment [7–9]. However, solar activities such as solar wind, Coronal Mass Ejections (CMEs), high speed streams (HSS), Interplanetary Shocks (IS) and their magnetospheric consequences geomagnetic storms and magnetospheric substorms produce disturbances superimposed on the dipole field of the Earth different strengths [10]. Charged particles from the geomagnetic tail flow into the upper atmosphere and drive electrical currents at the LEO altitudes which in turn modify the geomagnetic field at those altitudes [11–13]. We will refer to the variations caused by these or external sources as magnetic disturbances or magnetic anomalies. While on-board spacecraft magnetometer measurements inherently include these deviations from the dipole field, they need to be represented in the simulated magnetometer or within the geomagnetic field models for accurate predictions of the near Earth magnetic fields.

In reality, neither the geomagnetic field models of the Earth nor the magnetometers are accurate. They both have various error sources resulting from several factors. The simulated
magnetometers include bias and noise errors. While in many studies, magnetic disturbances in space environment are treated as bias, in several others, they are accepted as noise [14,15]. However, in these studies, it should be remembered that the magnitude of the geomagnetic field deviations due to the magnetospheric storms can be obscured by the sensor-related noise used in the simulated magnetometers [16]. In order to estimate the magnetic moment of the satellite accurately, magnetometer bias resulting from other electrical devices on satellite should be estimated and removed precisely. Therefore, online and offline magnetometer calibration methods for time-variable errors arising from both magnetometer bias and the magnetic anomaly were introduced in [17] for two nanosatellites which need geomagnetic field data as accurate as possible for their mission requirements. In [17] and its extended version [18], the authors treated the magnetic anomaly as bias in the simulated magnetometer to improve the attitude estimation. In addition to the bias associated with the magnetic anomaly, they also added an additional magnetometer bias to build their simulated magnetometer. Both the magnetic anomaly bias and the magnetometer bias were used as the state vector elements within the simulated magnetometer. But, here we should also note that the magnetic anomalies in space environment are not the errors resulting from the magnetometer itself, but they are the magnetic deviations overlapped on the geomagnetic field resulting from the magnetic storms and magnetospheric substorms. In order words, they have a physical cause and their properties vary depending on the properties of the source and they cannot be predicted using linear models. Therefore, treating them as bias or noise error does not correctly take into account their true nature and their contribution in the measurements of simulated magnetometer. The studies in [17,18] treated the magnetic anomalies as a Gauss-Markov statistical process. Gauss-Markov model is a model frequently used to represent the sensor biases or disturbances [19–21]. However, it only depends on time and thus, it may be an inadequate representation of magnetic anomaly events which are linked to geomagnetic storm and magnetospheric substorms, since
these storms and substorms are not only time dependent but also their effects vary depending on the magnetic latitude, the height in the atmosphere, and the strength of the magnetospheric activity, i.e. magnetotail dynamics, but eventually on the solar activity [22–25]. While auroral substorms occur more frequently and affect high latitudes, variations in the ring current strength, or the motion of the magnetopause boundary affect the magnetic structure of the Earth at the equatorial latitudes [26 and references therein]. In addition, the magnetic anomalies associated with the magnetic storms increase during the high solar activity periods and decrease as the solar activity ceases. These indicate that it would be incorrect to consider them as noise. In [27], the authors stated that the magnetic anomalies should be modeled separately to avoid tuning problem but they stated that the external disturbances hard to model because of its complex ambient nature.

Early models of the Earth’s magnetic field represent only the dipole geomagnetic fields resulting from the Earth’s internal dynamo. The effects of magnetic disturbances are not included in these early models. As the satellite observations of the geospace environment increase, these models, consequently modelling the LEO environment, have been improved such that the physics of the magnetic environment were incorporated in the models. The IGRF model is one of these early models of the geomagnetic field used for attitude determination at LEO altitudes. The accuracy of the IGRF models was investigated in several studies and usually found satisfactory in predicting the satellite attitude [14,15,28].

First studies that take into account the effects of magnetic anomalies from the spacecraft attitude perspective are presented in [29–31]. These studies used IGRF and T89 models to evaluate the geomagnetic field at LEO altitudes during geomagnetically active days. T89 model developed by Tsyganenko in 1989 is an empirical geomagnetic field model [32,33] that was derived using large amount of magnetic field data of from 11 Earth-orbiting spacecraft measurements at various distances from LEO to 30 Earth Radii behind the Earth and thus
covering vast magnetospheric regions including plasmasphere, plasmasheet, radiation belts, neutral sheet, near Earth magnetospheric tail, and the magnetospheric boundary [34]. In contrast to IGRF model, the T89 model includes contributions from external magnetospheric sources such as ring current, magnetotail current system, magnetopause currents and large-scale system of field-aligned currents. The model employs several physical conditions such as dipole tilt angle effects, neutral sheet curvature and more or less realistic magnetopause boundary as well as the effects from the magnetospheric activity. In [29–31], the predicted and observed magnetic fields, and angles between magnetic field vectors from IGRF and T89 were analyzed for three selected geomagnetic storm events and compared the variations with those obtained during the quiet day. They showed that the T89 model gives closer magnetic field predictions to the observations, and the errors are smaller compared to those from the IGRF model. This further implies that the attitude angles will be estimated in a higher sensitivity if T89 model. It is of primary interest here to investigate the effects on geomagnetic disturbances on the satellite attitude angles (roll, pitch and yaw) using these models and quantify the effects. For this purpose, first we demonstrate how the angle between the magnetic field vectors predicted by the models varies with the increasing levels of geomagnetic activity. Then, we show that how these geomagnetic activity effects are propagated on to the satellite attitude angles.

Our second purpose in this paper is to explore the effect of the presence of one or more attitude sensors onboard the satellite in addition to the magnetometer. The sun sensors and gyroscopes are considered for this purpose. The mathematical models of these sensors can be implemented into the attitude estimation methods using e.g. Kalman-type filters. As the satellite’s dynamical model and the simulated magnetometers are nonlinear, the extended Kalman filter (EKF) or its extensions can be used for obtaining the attitude angles [35]. Among the several types of the Kalman filters are Linear Kalman Filter (LKF), Extended Kalman Filter (EKF), Unscented Kalman Filter (UKF). In Kalman filters, generally all three of the attitude
sensors, namely sun sensor, magnetometer and gyroscope, are employed together to increase the accuracy in the attitude estimation [35–39]. However, the magnetometers can be used alone to estimate satellite’s attitude in the absence of one or both of the other sensors. In this part, we utilize the various combinations of these sensors with EKF to compare the efficiency of the different sensor configurations under the low/high geomagnetic activity conditions. The configurations performed are magnetometer alone, magnetometer and gyroscope, magnetometer and sun sensor, and all sensor-configuration, i.e. magnetometer, sun sensor and gyroscope. While model predictions of the geomagnetic field are needed for all configurations, it is clear that it will be more important for the success of EKF procedure that uses magnetometer sensor configuration only.

The organization of the paper is as follows: Section 2 presents the satellite kinematic and dynamic equations while Section 3 describes the models, magnetic field and the sun direction vectors used for satellite attitude estimation, respectively. This is followed by the attitude estimation method based on traditional approach in Section 4. Section 5 shows how geomagnetic field models differ with the increasing level of geomagnetic activity. The analysis of the effects of the geomagnetic disturbances on the accuracy of the spacecraft attitude angles is presented in Section 6. Section 6 provides the results for four different sensors configurations. Finally, Section 7 concludes our study.

2. **Satellite Equations of Motion**

The orbit of the satellite is propagated in time using SGP4 model [40]. The satellite position data were used in ECEF (Earth Centered, Earth Fixed) using GEO (Geographic Coordinates). Angular motion of the satellite was defined in ECI (Earth Centered Inertial) system.

For the satellite rotational motion, equation of kinematics is represented in terms of Euler angles of yaw, pitch roll as,
\[
\begin{bmatrix}
\dot{\psi} \\
\dot{\theta} \\
\dot{\phi}
\end{bmatrix} =
\begin{bmatrix}
0 & \sin(\phi) / \cos(\theta) & \cos(\phi) / \cos(\theta) \\
0 & \cos(\phi) & -\sin(\phi) \\
1 & \sin(\phi) \tan(\theta) & \cos(\phi) \tan(\theta)
\end{bmatrix}
\begin{bmatrix}
p \\
q \\
r
\end{bmatrix},
\]

(1)

where \(p\), \(q\), \(r\) are the components of the \(\omega_{br}\) vector in body frame with respect to the reference (orbit) frame. The angular velocities \(\omega_{bi}\) in the body axis can be expressed with respect to the inertial coordinate system as

\[
\omega_{bi} = \begin{bmatrix} \omega_x & \omega_y & \omega_z \end{bmatrix}^T,
\]

(2)

and the angular velocities \((\omega_{bi}, \omega_{br})\) have the relationship as,

\[
\omega_{br} = \omega_{bi} - A \begin{bmatrix} 0 & -\omega_o & 0 \end{bmatrix}^T,
\]

(3)

where \(\omega_o\) orbital angular velocity, computed as

\[
\omega_o = \left(\frac{\mu}{r_o^3}\right)^{1/2},
\]

(4)

using \(\mu\) - gravitational constant, \(r_o\) - distance between the satellite and Earth’s centers. \(\omega_o\) is constant for circular/near-circular orbits. \(A\) represents the transformation matrix from orbit to body frame in terms of (3-2-1) Euler angles sequence [41] as,

\[
A =
\begin{bmatrix}
\cos(\theta)\cos(\psi) & \cos(\theta)\sin(\psi) & -\sin(\theta) \\
-\cos(\phi)\sin(\psi) + \sin(\phi)\sin(\theta)\cos(\psi) & \cos(\phi)\cos(\psi) + \sin(\phi)\sin(\theta)\sin(\psi) & \sin(\phi)\cos(\theta) \\
\sin(\phi)\sin(\psi) + \cos(\phi)\sin(\theta)\cos(\psi) & -\sin(\phi)\cos(\psi) + \cos(\phi)\sin(\theta)\sin(\psi) & \cos(\phi)\cos(\theta)
\end{bmatrix}.
\]

(5)

Dynamic equations are also obtained by the principle of conservation of angular momentum.

\[
J_x \frac{d\omega_x}{dt} = N_x + (J_y - J_z)\omega_y\omega_z,
\]

(6a)

\[
J_y \frac{d\omega_y}{dt} = N_y + (J_z - J_x)\omega_z\omega_x,
\]

(6b)

\[
J_z \frac{d\omega_z}{dt} = N_z + (J_x - J_y)\omega_x\omega_y,
\]

(6c)
3. Components of Satellite Attitude Determination System

3.1. Geomagnetic Field Models

Among the several geomagnetic field models currently available in the literature, T89 and IGRF models were used to evaluate the attitude angles in this study. A brief introduction on the properties of these models are given below.

3.1.1. International Geomagnetic Reference Field Model

History of IGRF model goes back to 1900s. The model is revised every five years and released by the International Association of Geomagnetism and Aeronomy (IAGA). The 13th version of IGRF was released in 2020. IGRF only considers the internal dynamo currents that produce the Earth’s magnetic field [5]. It is based on the dipole approximation of the Earth’s magnetic field with the coefficients determined from the spacecraft magnetic field data using spherical expansion analysis with the coefficients determined from the spacecraft magnetic field measurements. The model includes series of the spherical harmonics at N=13th degree that are updated every 5 years. Equation (7) gives the expansion with the coefficients. The inputs \((r, \theta, \phi, t)\) are the radial distance (km) from the centre of the Earth, co-latitude (deg), longitude (deg) of the satellite position at the specific time (t). In the equation, the global variables (g and h) are Gauss coefficients while P denotes the Legendre function.

\[
B_{INT}(r, \theta, \phi, t) = -\nabla \left\{ \sum_{n=1}^{N} \sum_{m=0}^{n} \left( \frac{a}{r} \right)^{n+1} \left[ g_n^m(t) \cos(m\phi) + h_n^m(t) \sin(m\phi) \right] \times P_n^m(\cos \theta) \right\}.  
\]

Here, \(B_{INT}\) is the magnetic field in the units of nanoTesla (nT). The major axis of the Earth was accepted as 6378.137 km in the model. In this paper, the output magnetic field vector from the geomagnetic field model is shown as \(B_{model}\) and it is given in magnetic (MAG) coordinates.
In MAG coordinate system, z-axis aligns with the dipole axis and y-axis is perpendicular to the plane containing the dipole axis and the rotation axis of the Earth. The x-axis completes the right-handed system. More information about the coordinate systems may be found in [42].

3.1.2. Tsyganenko’s Model

The variations in space environment result from the solar and magnetospheric activity. The magnetosphere is highly dynamic especially during the strong solar disturbances. The currents from the geomagnetic tail during the geomagnetic storms and magnetospheric substorms produce variations in the geomagnetic fields at the LEO altitudes which are superimposed on the main geomagnetic field generated by the dynamo within the Earth’s core. Consequently, it is expected that these external effects will affect the spacecraft attitude angles since they are determined by using the predictions of the geomagnetic field at the satellite altitudes. Therefore, it is anticipated that the inclusion of external effects in the predictions of geomagnetic fields will improve the accuracy of the attitude predictions. For this purpose, in this study, a second model, Tsyganenko 1989 model (T89) was used to predict the geomagnetic fields at the LEO orbit. Developed by Tsyganenko [32], T89 model is an empirical model based on large satellite data ranging from LEO altitudes to a distance of approximately 30 Earth radii. An analysis in the Van Allen belts is also possible when considering the satellites’ altitudes used in the data sets [34]. The number of spacecraft data decreases with distance in the magnetosphere, but the available spacecraft data cover the most significant dynamic part of the magnetospheric regions on the dayside and night side, i.e. magnetotail. In the model, the total magnetic field was obtained by the sum of both internal \( \mathbf{B}_{\text{INT}} \) and external \( \mathbf{B}_{\text{EXT}} \) magnetic fields. Equation (8) gives the total magnetic field disturbance \( \mathbf{B}_{\text{EXT}} \) produced by the external sources only. While the main (internal) field \( \mathbf{B}_{\text{INT}} \) is obtained from IGRF as given in Equation (7), the magnetic field disturbance \( \mathbf{B}_{\text{EXT}} \) is obtained from T89. In this equation,
**B**\(_{EXT}\) includes effects from magnetospheric ring current \((B_{ring})\), tail current \((B_{tail})\), magnetopause currents \((B_{mp})\), and field aligned currents \((B_{FC})\) (please see [32,43–47] for more details).

\[
B_{EXT} = B_{ring} + B_{tail} + B_{mp} + B_{FC}. \tag{8}
\]

Since the external magnetic field \((B_{EXT})\) is superimposed on the main geomagnetic field, T89 returns the total geomagnetic field as \(B_{model} = B_{INT} + B_{EXT}\) at the specified location. Therefore, T89 model is considered as an improved model over IGRF for predicting geomagnetic fields at LEO.

In T89 model, satellite data sets were categorized according to the geomagnetic activity index called \(K_p\). \(K_p\) (planetary K-index) is an indicator of disturbances in the Earth's magnetic field and is used to characterize geomagnetic storms’ magnitudes [48,49]. Thus, from the modelling point of view, it gives a measure of the strength of the external source. It is calculated globally using mid-latitude magnetic stations at every 3-hours and has a scale from 0 to 9 expressed in thirds of a unit with 28 values, e.g. 4- is 3 2/3, 4o is 4 and 4+ is 4 1/3 [50,51]. \(K_p\) greater than 4 indicates strong geomagnetic activity in the magnetosphere. IOPT indicates the number used in the T89 algorithm related to activity level. Even though the level of activity can rise up to \(K_p = 9\), the highest \(K_p\) accepted within T89 code is 6- because of the smaller number of satellite data for higher \(K_p\) levels larger than 6-.

<table>
<thead>
<tr>
<th>IOPT</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K_p)</td>
<td>0o, 0+</td>
<td>1-, 1o, 1+</td>
<td>2-, 2o, 2+</td>
<td>3-, 3o, 3+</td>
<td>4-, 4o, 4+</td>
<td>5-, 5o, 5+</td>
<td>&gt;=6-</td>
</tr>
</tbody>
</table>
3.2. Simulated Magnetometer Measurements

Because the magnetometers are cheap, reliable and light weight, they are the most widely used sensors for the determination of the attitude angles on LEO satellites. Satellite’s angular motion is determined by defining the dynamics and kinematics of the satellite. Then, the Euler angles are found for each magnetic field model representation. The magnetometer measurements of the real space environment can be simulated as:

$$B_m(k) = A(k)B_o(k) + v_B(k),$$

(9)

where $B_o(k)$ is the geomagnetic field vector components in the orbital frame that were found using a geomagnetic field model, $B_m(k)$ represents the simulated magnetometer measurements in the body frame, $v_B(k)$ is the zero-mean Gaussian magnetometer measurement noise, and $A(k)$ is the transformation matrix from orbit to body frame. In this equation, $B_o(k)$ is obtained using:

$$B_o(k) = L(k)B_{\text{model}}(k),$$

(10)

where $B_{\text{model}}$ is the geomagnetic field vector obtained from a geomagnetic model, such as IGRF or T89 in our case, and $L(k)$ indicates the transformation matrix from MAG coordinates (see Section 3.1.1) to orbital coordinate system. The success of the simulated magnetometer depends on how accurately these terms are predicted.

3.3. Simulated Sun Sensor Measurements

Another attitude sensor used to predict the satellite’s attitude is the sun sensor which determines the sun direction vector whenever sun is visible. The sun direction model can be found in [52]. The sun direction vector measurements can be expressed in the following form:

$$S_m(k) = A(k)S_s(k) + v_s(k),$$

(11)
where \( \mathbf{S}_m(k) \) is the measured sun direction vector as the direction cosines in body frame, \( \mathbf{S}_o(k) \) represent the sun direction vector in the orbit frame as a function of time and orbit parameters, and \( \mathbf{v}_s(k) \) is the zero-mean Gaussian sun sensor measurement noise.

### 3.4. Simulated Rate Gyro Measurements

Rate gyros are used in order to measure the angular velocity of the satellite. The measurements can be modeled as,

\[
\omega_m(k) = \omega_{bl}(k) + \mathbf{v}_g(k),
\]

(12)

where \( \omega_m(k) \) is the measured angular rates of the satellite body frame with respect to the inertial frame, and \( \mathbf{v}_g(k) \) is the zero-mean Gaussian gyroscope measurement noise.

### 4. Attitude Estimation Algorithm

For the satellite attitude and rate estimation, 6-dimensional state vector \( \mathbf{x}(k+1) \) is composed of attitude angles (\( \psi \) yaw; \( \theta \) pitch; \( \phi \) roll) and angular rates (\( \omega_x \) angular velocity in x axis, \( \omega_y \) angular velocity in y axis, \( \omega_z \) angular velocity in z axis). All three attitude angles describe the deviation between the orbit and the body reference frame.

\[
\mathbf{x}(k+1) = [\psi(k+1), \theta(k+1), \phi(k+1), \omega_x(k+1), \omega_y(k+1), \omega_z(k+1)]^T.
\]

(13)

The satellite’s rotational motion can be represented using nonlinear mathematical model about its mass center driven by Gaussian white noise with white noise-corrupted measurements defined by,

\[
\mathbf{x}(k+1) = \mathbf{f}[\mathbf{x}(k), k] + \mathbf{w}(k),
\]

(14)

\[
\mathbf{z}(k) = \mathbf{h}[\mathbf{x}(k), k] + \mathbf{v}(k),
\]

(15)
where \( \mathbf{z}(k) \) is the measurement vector at time \( k \), \( \mathbf{w}(k) \) is the system noise, \( \mathbf{v}(k) \) is the measurement noise, \( f[\mathbf{x}(k),k] \) is the nonlinear state transition function mapping the previous state to the current state, \( h[\mathbf{x}(k),k] \) is a nonlinear measurement model mapping current state to measurements. It is assumed that both noise vectors \( \mathbf{v}(k) \) and \( \mathbf{w}(k) \) are linearly additive Gaussian, temporally uncorrelated with zero mean with the corresponding covariance matrices \( Q \) and \( R \) respectively. It is assumed that process and measurement noises are uncorrelated.

We consider a real-time linear Taylor approximation of the system function at the previous state estimate and that of the observation function at the corresponding predicted position. The Extended Kalman Filter (EKF) algorithm is used for this purpose [53,54]. The EKF is applied using different sensor configurations on LEO satellite in order to evaluate the magnetic anomaly effects on the attitude estimation system (see Appendix for the details of filter design). The scheme of the traditional EKF used in this paper is presented in Fig. 1. Magnetometer is the base sensor as it is used in all of the sensor configurations considered in this paper. Four different sensor configuration scenarios are implemented within the algorithm: 1. magnetometer only, 2. magnetometer and gyroscope, 3. magnetometer and sun sensor, 4. all sensors (magnetometer, sun sensor, and gyroscope). In the traditional approach (see Fig. 1), measurement models are based on nonlinear models of reference directions. Therefore, there is a nonlinear relation between the measurements and the states.
Fig. 1. Attitude estimation scheme using different magnetic field models and different sensors. $B_{T89}$ and $B_{IGRF}$ represent magnetic field models, T89 and IGRF, respectively. $B_o$ and $S_o$ are the outputs from the geomagnetic field model and Sun direction model, both in the orbital frame. Also $B_m$, $S_m$, and $\omega_m$ are the magnetometer, sun sensor and gyroscope measurements in body frame. IGRF uses the position of the satellite, and orbital parameters to find the magnetic field vector in orbital frame. Inputs for the T89 model are the $K_p$ index, position of the satellite and outputs from IGRF model for background geomagnetic field. In this algorithm, after the orbit propagation from TLE data, position of the satellite for selected time interval and sampling time were obtained in spherical coordinates and transformed into Cartesian (ECEF).

The four scenarios that use magnetic field predictions from both T89 and IGRF were adopted in the traditional EKF in the order given above. As magnetometers, the sun sensors are the other instruments used very commonly in satellite missions, therefore, it would be interesting to see how its presence affects the accuracy of satellite attitude.
5. Dependence on Geomagnetic Activity

Magnetic field measurements from magnetometers on board two different satellites at LEO orbit were analyzed and compared with those from IGRF and T89 models in [29] for three cases of selected geomagnetic activity events. The study in [29] demonstrated that both models indicate differences with the on-board magnetic fields regardless of the activity level, but more so when the activity level is high. Further, it was also shown that IGRF model gives larger differences compared to T89 model during both quiet and active times, with larger differences with increasing activity. During geomagnetically active day, T89 model gave closer estimations to the on-board observations. While the main purpose of current paper is to investigate the effects of magnetospheric activity on the satellite attitude angles estimated by EKF, we first demonstrate the dependence of the angle between the predicted magnetic fields of the models on the increasing levels of geomagnetic activity. This is accomplished by using the increasing levels of activity $K_p$ in T89 model and calculating the angle between the predicted magnetic field from both T89 and IGRF models. IGRF is a function of time and position but independent of activity; however, it is used here as background geomagnetic levels to detect the deviations resulting from the geomagnetic activity. The calculated angle is, then, used as input in EKF analysis to calculate the attitude angles (yaw, pitch and roll) and for four different sensor configurations.

Before demonstrating the effects of the geomagnetic activity, we present Figure 2 in order to give an idea on the order of the disturbance fields, i.e. $B_{EXT}$, seen in panel e. From top to bottom, Figure 2 shows $K_p$ (panel a), noise (panel b), constant bias (panel c), accumulated bias (panel d), and disturbance field (panel e) along the satellite trajectory. In order to create this figure, we run T89 model for the selected $K_p$ variation seen in panel a. Since the simulated magnetometer uses the components seen in panels b, c, d, and e to simulate the geomagnetic
field anomaly, it is of purpose here to illustrate how independent of these components from geomagnetic activity level and how the disturbance field vary for the selected geomagnetic activity level given in panel a. Figure 2 indicates that naturally, the noise, constant bias, and accumulated bias are seen to vary independent of the geomagnetic activity level by their description, while disturbance field in panel e indicates variations from 0 to -8 nT for $K_p = 5$ and from 0 to ±15 nT for $K_p = 6$ in panel a and increasing with the increased levels of $K_p$.
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**Fig. 2.** Noise, constant bias, accumulated bias, and a sample of external magnetic field disturbance for different $K_p$ levels.

Next, we demonstrate how the angle between the magnetic fields estimated from IGRF and T89 models. For this purpose, we consider a hypothetical nanosatellite with principal moments of inertia $J = \text{diag} \left[ 2.1 \times 10^{-3} \ 2.0 \times 10^{-3} \ 1.9 \times 10^{-3} \right]$ kg m$^2$. The orbit is almost circular with inclination $i = 87.4^\circ$, eccentricity $e = 0.0009$, average altitude 600 km, and orbital period of approximately 6000 seconds. The satellite is tumbling with the initial state of
$x_0 = [0.03 \text{ rad} \ 0.02 \text{ rad} \ 0.01 \text{ rad} \ 0.001 \text{ rad/s} \ 0.0015 \text{ rad/s} \ 0.002 \text{ rad/s}]^T$ as described in Equation (13). For this designed orbit, T89 model run for each $K_p$ levels varying from 0 to 6. Since IGRF does not have a dependence on $K_p$, it was run only once. In Fig. 3, the angle between the predicted magnetic fields of T89 and IGRF was plotted in a box-plot as a function of the activity level (IOPT) given in the horizontal axis. In the figure, the box gives the quartile range from 25% to 75% with a dent indicating the median. The dotted lines above and below each box identify the range of potential outliers where the maximum and minimum for each box lie. While the red solid line gives a line fit to the average in each box, the box colors only identify the different $K_p$ levels. Figure clearly shows that with the increasing levels of geomagnetic activity, the angle between the model predictions increases. Moreover, increased range of the outliers from the upper edge of the box indicates the increased scatter in the angle with the increased activity level. The differences in the angle can come from the activity level but also from the latitudinal variation of the moving spacecraft. Since both IGRF model and T89 model includes the same latitudinal variations in their background geomagnetic field predictions, we attribute the variations seen in this figure to the geomagnetic variations resulting from the storms and substorms in the magnetosphere at the satellite location, which otherwise expect the angle to be zero. While both average and median angles show increase with the increasing activity level, the maximum difference is found to be $18^\circ$ corresponding to the highest level of activity in T89 model. These results confirm the case studies presented in [29] in a statistical sense based on model simulations.
Fig. 3. Angle between IGRF and T89 magnetic field vectors for different $K_p$ levels in T89 model.

Next, to isolate the effects of the geomagnetic activity on the angle with respect to the satellite position, i.e. the latitude of the satellite, we split Figure 3 into three categories according to the latitude ($\lambda$) of the spacecraft as low latitudes ($0^\circ \leq \lambda < 30^\circ$), mid-latitudes ($30^\circ \leq \lambda < 50^\circ$) and high latitudes ($\lambda \geq 50^\circ$). The result is given in Figure 4 where panels a, b, c are for low, mid- and high latitudes. As in Figure 3, horizontal axis represents the activity level ($K_p$). Figure 4 illustrates that as the activity increases, the angle increases gently at all latitudes which means geomagnetic activity affects the angle at all latitudes at some degree being maximum for $K_p > 6$ at $6^\circ$ for low latitudes, $5.5^\circ$ for mid-latitudes, and $12^\circ$ for high latitudes. It is interesting to note that when $K_p = \{00, 0+\}$, namely, when there is almost no geomagnetic activity, the results indicate a difference between the IGRF and T89 model field predictions at about $2^\circ$ at all latitudes. This may be due to the fact that there are 30 coefficients defined for each IOPT level in T89 model. IOPT = 1 in T89 model, corresponds to $K_p = \{00, 0+\}$ (see Table 1) and thus to non-zero coefficients which in turn give non-zero angles. The highest difference, on the
other hand, is seen at high latitudes at 12°. Moreover, panel c shows that the highest scatter, indicated by the level of the outliers, is seen at high latitudes as the level of activity increases. It is the smallest at low latitudes. This suggests that the high latitudes are more prone to the errors in the geomagnetic field orientations and thus in the angles.

Figure 4. Variations in angle with geomagnetic activity for low- (a), mid- (b) and high- (c) latitudes.

Another way of showing the differences between two models involves the height variations of the geomagnetic field anomaly effects predicted by the models. This is demonstrated in Figure 5. Figure 5 illustrates the ratio between predicted external component \( B_{\text{ext}} \) to the total magnetic field \( B_{\text{model}} = B_{\text{int}} + B_{\text{ext}} \) obtained from T89 model for IOPT=1 and IOPT=7 that correspond to quiet and active times with respect to various altitudes starting from 500 km to 20000 km. For this purpose, T89 model run for each IOPT levels at each altitude along the orbit. At the end, the orbital average at each altitude was plotted. Figure shows that the magnetic field anomalies affect the satellite more at higher altitudes as expected. At the beginning, for the altitude of 500 km, the mean rate is around 3% and 11% for IOPT=1, 7 respectively. For the altitude of 20,000 km, the mean rate is around 10% and 42% for IOPT=1, 7 respectively. The average effect of the external field over different altitudes presented in Fig. 5 is found as 6% with \( B_{\text{ext}} = 24.6 \text{ nT} \) for IOPT = 1 and 23% \( B_{\text{ext}} = 109.3 \text{ nT} \) for IOPT = 7.
Figure 5. Dependence of external field $\left( \frac{B_{\text{EXT}}}{B_{\text{model}}} \right)$ on satellite’s altitude obtained from T89 model for IOPT = 1 and IOPT = 7 in T89 model.

6. Influence of the Geomagnetic Activity on the Accuracy of Attitude

Previous section showed that geomagnetic activity increases the angles between the predicted magnetic fields by the models and the differences in angles at different $K_p$ levels are largest at high latitudes. It is thus expected that these differences in the angles will propagate to the attitude angles which is the main subject in this section. The actual attitude angles of roll, pitch, and yaw are calculated using satellite’s orbital motion and the estimated ones using EKF procedures were compared for the quiet (IOPT = 1 for T89) and active (IOPT = 7 for T89) geomagnetic days. The magnetic field vectors needed to estimate the attitude angles were obtained from the T89 and IGRF models and simulated satellite measurements. The satellite specifications used in this section is provided in the previous part. Additionally, the sun sensors and magnetometers have 3-axis measurements and both sensors have 1-Hz frequency; estimation time step is also 1 sec. The sensor noises are characterized using normalized standard deviations $\sigma_B = 0.008$ for magnetometers, $\sigma_S = 0.002$ for sun sensors and the standard deviation of $\sigma_g = 0.005$ rad/s for rate gyros. We consider attitude estimation over a
single orbit (6000 s). Satellite’s angular motion is determined by defining the dynamics and kinematics of the satellite which is described in Section II. In the following sections, extended Kalman filter is used in its traditional form, and the simulation results are presented for four different sensor configurations mentioned in Section IV as scenarios.

Fig. 6 presents the attitude angles estimated by EKF approach using the geomagnetic fields obtained from T89 model for the selected LEO satellite for active geomagnetic conditions and for magnetometer only scenario (i.e. scenario 1). In the figure, solid line gives the estimated attitude angles while dotted line presents the actual attitude angles obtained from Eq. (1). The panels from top to bottom are roll, pitch, and yaw. The horizontal axis on the panels is the time in seconds.

![Fig. 6. Estimated and actual attitude angles using T89 model in traditional EKF for the active geomagnetic conditions and for magnetometer configuration only (scenario 1).](image)

Fig. 6 shows that the differences between the estimated and actual attitude angles are noticeable but very small to be distinguished by eye. Actual attitude angles are computed using Eq. (1). We carried out the same analysis for all sensor configurations. The results were found to be very similar. We find that the differences between estimated and actual attitude angles are not large. Though small, it is of interest to quantify the difference. We carry out an error analysis
for this purpose. For error analysis, we use two methods: One is the mean of the differences between the estimated and actual attitude angles, namely $\frac{1}{N} \sum_{k=1}^{N} e_k$ in degrees, where $e_k = \hat{x}(k+1) - x(k+1)$ and the other is the Normalized Root Mean Square Error (NRMSE) calculated as $\left( \frac{100}{\bar{x}} \sqrt{\frac{1}{N} \sum_{k=1}^{N} (e_k)^2} \right)$ in percentages. Here $\hat{x}(k+1)$ represents the estimated attitude angles using EKF, $x(k+1)$ is the actual attitude angles, $\bar{x}$ is the average of the actual attitude angles, and $N$ is the number of data during the simulation we studied. The error (RMSE) is evaluated in Figures 7a and 7b, NRMSE results are discussed in Table 2.

We use IGRF results to represent the undisturbed conditions since IGRF model is independent of the geomagnetic activity. Figure 7a shows how each attitude angle component estimated by EKF using IGRF varies corresponding to each scenario. Different colors in this panel correspond to different scenarios. The panel shows how the errors corresponding to different scenarios are distributed for each attitude angle. Fig. 7b, on the other hand, presents how the errors corresponding to attitude angles are distributed for each scenario. Different colors in this panel correspond to different attitude angles such as black for roll, blue for pitch and pink for yaw angles.
Representing quiet conditions, both figures give the following results:

1. The errors corresponding to all directional angles (roll, pitch and yaw) are larger in the order of scenario 1, scenario 2, scenario 3 and scenario 4, respectively. Magnetometer only scenario gives the largest error while the smallest error is obtained when all sensors (scenario 4) were used in attitude estimation. This result indicates that some of the errors caused by the IGRF estimation of geomagnetic fields are compensated by the addition of other two sensors. In other words, adding sun sensor and gyroscope reduces attitude estimation error. However, comparing the errors for scenario 2 and scenario 3, it can be clearly noticed that the presence of sun sensor reduces the error more compared to the error reduction by gyroscope.

2. It is clearly seen that the errors corresponding to pitch and yaw angles are the largest for scenario 1 and scenario 2 compared to those for roll angle, since the roll angle takes smaller values than the other two in the tumbling for our case (see Fig. 6). Here, the error levels may differ if the initial conditions are changed. All sensor scenario or magnetometer and sun sensor scenarios gives the better estimates for pitch and yaw angles compared to those of magnetometer only or magnetometer and gyroscope scenarios.

3. The errors corresponding to roll angle are at the same order for all scenarios and differences between the scenarios are negligible. The roll angle seems to be insensitive to which sensor is used on the satellite. Even though scenario 4 is slightly better, only magnetometer scenario gives as good estimate as all sensor scenario. Adding sun sensor and gyroscope does not make an appreciable difference in reducing the errors in the yaw angle.
Figure 8. Estimated errors for IGRF model predictions of the attitude angles during the quiet (solid) and active (dashed) geomagnetic conditions.

Similar evaluations for IGRF model during active conditions can also be derived. Figure 8 is performed for this purpose and illustrates the errors obtained during quiet (solid lines) and active (dashed lines) times. The figure also compares the quiet and active day performance of the IGRF model between different scenarios. It is clear that the scenario 1 and 2 give higher errors for the active times for all attitude angles. The highest difference between active and quiet time errors is seen in scenario 1 while other scenarios do not seem to be affected by the geomagnetic disturbance much and present smaller difference.

Figs. 9a and 9b are generated to demonstrate the differences calculated by subtracting T89 errors from those of IGRF for quiet (panel a) and active days (panel b) respectively. Positive differences indicate that IGRF errors are larger than those of T89. In both panels, it is clear that the errors associated with IGRF model are larger than those of T89 for all attitude angles. Also, both panels show that the largest differences between the models for both activity levels occur in pitch and yaw angles in case of scenario 1 and scenario 2. It can also be seen that the error differences are larger for active days especially for scenario 1 indicating the effect of the geomagnetic disturbances on the magnetometer measurements.
Fig. 9. Differences between the errors associated with both models for quiet (a) and active (b) days.

Lastly, we present Table 2 that displays the results of NRMSE to illustrate how the errors depend on the sensor configurations for both quiet (blue highlight) and active (yellow highlight) geomagnetic conditions. In the table, $\phi$, $\theta$, and $\psi$ represent the roll, pitch and yaw angles respectively. Since the geomagnetic disturbance effects are found to be larger in case of scenario 1 for especially pitch angle, the results in Table 2 are evaluated by comparing IGRF and T89 model performances for scenario 1 only and the addition of other sensors are evaluated qualitatively as same as given above. For scenario 1, we see that using the T89 model reduces the error and improves the attitude angles (roll, pitch and yaw) by 0.03%, 0.06% and 0.01% respectively during the quiet times and 0.02%, 0.02%, and 0.02% during the active geomagnetic conditions.

<table>
<thead>
<tr>
<th>Geomagnetic State</th>
<th>NRMSE (%)</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
<th>Scenario 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mag. only</td>
<td>Mag. and Gyroscope</td>
<td>Mag. and Sun sensor</td>
<td>All sensors</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IGRF</td>
<td>T89</td>
<td>IGRF</td>
<td>T89</td>
<td>IGRF</td>
</tr>
<tr>
<td>Quiet</td>
<td>$\phi$</td>
<td>0.72</td>
<td>0.69</td>
<td>0.67</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>$\theta$</td>
<td>0.50</td>
<td>0.44</td>
<td>0.36</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>$\psi$</td>
<td>3.18</td>
<td>3.17</td>
<td>3.17</td>
<td>3.16</td>
</tr>
<tr>
<td>Active</td>
<td>$\phi$</td>
<td>0.77</td>
<td>0.75</td>
<td>0.68</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>$\theta$</td>
<td>0.52</td>
<td>0.50</td>
<td>0.37</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>$\psi$</td>
<td>3.20</td>
<td>3.18</td>
<td>3.17</td>
<td>3.17</td>
</tr>
</tbody>
</table>
As a summary, Table 2 indicates that the magnitude of errors in all angles is small for both quiet and active conditions which indicates that the attitude estimations are not severely affected by the geomagnetic disturbances. We can say that using T89 as the geomagnetic model improves the attitude predictions at least 0.01% over using IGRF depending on the sensor configurations and reduces the errors in all attitude angles. Especially during the active days, this improvement is noticeably clear. As a result of these comparisons, whether IGRF model or T89 model should be used when calculating the attitude angles at LEO altitudes depends on the intended accuracy of the attitude angles determined by the mission requirements. If the computational load on on-board computers of the satellite is considered, then one may use conventional model IGRF as the geomagnetic field model of the satellite attitude since its model inputs are simpler. We showed that although small, the errors and the performance of attitude estimation methods depend on which geomagnetic field model used, i.e. whether it is IGRF or T89 in this case. We suggest that the most recent modelling techniques, such as T89, will be still an advantage when determining the attitude angles even during the undisturbed conditions, but more so under disturbed conditions.

Overall evaluation for IGRF indicates that the model produces larger errors in attitude angles during active days with respect to the quiet days for all four sensor configurations. On the second hand, adding other sensors seem to improve the errors resulting from the disturbances superimposed on the quiet time background geomagnetic field.

In this study, we have also calculated the performance of the models with different sensor configurations as scenario 1, scenario 2, scenario 3, and scenario 4. Adding gyroscope to magnetometer to improve the attitude angles does not make a considerable reduction in the errors during quiet times in all attitude angles. However, adding sun sensor improves the errors at these times. Table 2 indicates that gyroscope reduces the errors by about 0.07% on the average for all attitude angles with respect to scenario 1. Also, it reduces the errors by 0.02%
in scenario 4 with respect to scenario 3. The sun sensor in scenario 3, on the other hand, reduces the errors by about 1.4% on the average with respect to the scenario 1; and by 1.3% in scenario 4 with respect to scenario 2. All sensors scenario has the smallest errors for the quiet days. However, the decrease in error is not due to the presence of gyroscope but presence of sun sensor in this scenario. Use of gyroscope sensor in spacecraft attitude becomes more important in the absence or failure of the sun sensors. Earth’s shadow or the eclipse period creates such unfavorable space conditions. To prevent the satellite from the effects of the eclipse, it is very common to use both magnetometers and gyroscope together for attitude purposes. Here, we showed that the gyroscopes do not provide a better estimate of attitude angles during the quiet times against using magnetometers only. However, using gyroscope during the active times together with magnetometers reduces the errors in the prediction of attitude angles. On the contrary to gyroscopes, use of sun sensors makes large improvement in reducing the errors in the estimated attitude angles during both quiet and active times. Between IGRF and T89 models, our comparisons show that using T89 model in all scenarios, slightly but still, improves the estimated attitude angles. The only disadvantage that this will bring may be the increase in the computational load on the on-board computers.

7. Conclusions

In this paper, the geomagnetic field models that are used to estimate the geomagnetic fields and satellite attitude angles were studied during the geomagnetically active and quiet days. It is the first time that the attitude angles (yaw, pitch, and roll) were studied using a global empirical model, T89 model, of the magnetosphere which takes into account the magnetic disturbances resulting from the magnetospheric substorms and/or geomagnetic storms and compared with the results from the more conventional model, IGRF. Our analysis showed that it the angles between the geomagnetic field vectors estimated by the models increases as the
geomagnetic activity increases from quiet levels \( (K_p = 0) \) to strongly active days \( (K_p \geq 6) \) and it increases more over the high latitudes than over the equatorial regions especially during the strong activity days for \( K_p \geq 6 \). Similarly, it was shown that the magnetic field disturbances estimated from T89 at LEO are higher during the high geomagnetic activity as the satellite altitude becomes higher. Since this angle is one of the inputs in the estimation of the satellite attitude angle by EKF, the satellite attitude angles will be sensitive to its variations. Thus, it is expected that the attitude angles will increase as the geomagnetic activity enhances, especially at the high latitudes and at high altitudes.

Secondly, we have shown that although small, differences occur between the estimated attitude angles using T89 and IGRF models during the active days. When we have analyzed magnetometer only case, we found that the errors in the predicted attitude angles using IGRF model are larger than the errors obtained by using T89 model. We also showed that T89 model estimates smaller errors in the EKF estimated attitude angles during the active days. The largest errors were obtained for pitch and yaw angles during both quiet and active days.

Additionally, we used traditional EKF to estimate the attitude angles for different sensor configurations including magnetometer, sun sensor, and gyroscope for quiet and active times. We studied if the addition of other attitude sensors on board will change the accuracy of the estimated attitude angles during both quiet day and active days. We showed that the highest errors in the estimated attitude angles were obtained for magnetometer only and magnetometer plus gyroscope scenarios during the quiet days. Also, we found that during the quiet days, while presence of sun sensor reduces the errors in the estimated attitude angles, gyroscope has less effect in the reduction of the errors. During the active days while all scenarios give small errors, the magnetometer only and magnetometer and gyroscope scenarios show markedly highest errors. The errors resulting from the geomagnetic disturbances are reduced drastically.
after we added the sun sensor measurements into the system. The most accurate results with the smallest errors were obtained for all sensor scenario. In this case, the predicted attitude angles were significantly improved and obtained close to the actual attitude angles. This study emphasizes on the importance of the effects that the magnetic disturbances will have on the attitude angles and helps to choose the right sensor combination during both quiet and disturbed times for a better attitude estimation.
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**Appendix. Extended Kalman Filter for Satellite’s Attitude Estimation: Traditional Approach**

The traditional approach to satellite’s attitude estimation is to use an extended Kalman filter (EKF) [35,55]. The traditional EKF design is given in this section for estimating the states in Equation (13). The prediction of the filter can be expressed as,

\[
\hat{x}(k / k - 1) = f[\hat{x}(k - 1), k - 1]
\]  

(A.1)

using the state transition (system) function defined in Equations (1) and (6) respectively for the kinematics and dynamics equations of the satellite’s rotational motion.

The state estimation can be found as,

\[
\hat{x}(k) = \hat{x}(k / k - 1) + K(k) \left\{ z(k) - h[\hat{x}(k / k - 1), k] \right\}
\]  

(A.2)

The filter-gain of EKF is,

\[
K(k) = P(k / k - 1)H^T(k)\left[H(k)P(k / k - 1)H^T(k) + R\right]^{-1}
\]  

(A.3)
where \( \mathbf{H}(k) = \frac{\partial \mathbf{h}[\dot{\mathbf{x}}(k / k-1), k]}{\partial \dot{\mathbf{x}}(k / k-1)} \) is the measurement matrix consisting of partial derivatives of the measurement function with respect to the states. The measurement models for \( \mathbf{h}[\cdot] \) are given in Equations (9), (11), (12) for magnetometer, sun sensor and gyroscopes respectively. The covariance matrix of the prediction error is,

\[
\mathbf{P}(k / k-1) = \frac{\partial \mathbf{f}[\dot{\mathbf{x}}(k-1), k-1]}{\partial \dot{\mathbf{x}}(k-1)} \mathbf{P}(k-1 / k-1) \times \frac{\partial \mathbf{f}^T[\dot{\mathbf{x}}(k-1), k-1]}{\partial \dot{\mathbf{x}}(k-1)} + \mathbf{Q}
\]  

(A.4)

The covariance matrix of the filtering error is,

\[
\mathbf{P}(k / k) = [\mathbf{I} - \mathbf{K}(k)\mathbf{H}(k)] \mathbf{P}(k / k-1)
\]  

(A.5)

The filter expressed by Equations (A.1) - (A.5) is called the EKF based on traditional approach. In this study, four different sensor configuration scenarios are implemented within the algorithm: 1. magnetometer only, 2. magnetometer and gyroscope, 3. magnetometer and sun sensor, 4. all sensors (magnetometer, sun sensor, and gyroscope). Therefore, the measurement vector \( \mathbf{z} \) is composed of different sensor measurements in every scenarios (see Table A.1). The filter design does not change except the related matrices \( \mathbf{H}, \mathbf{R} \) calculated based on the measurement vector. Their dimensions are given in Table A.1 as well.

Table A.1. EKF parameters for different scenarios.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Measurement vector ( \mathbf{z} )</th>
<th>( \mathbf{H} ) matrix dimension</th>
<th>( \mathbf{R} ) matrix dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \mathbf{z} = \mathbf{B}_m )</td>
<td>3x6</td>
<td>3x3</td>
</tr>
<tr>
<td>2</td>
<td>( \mathbf{z} = [\mathbf{B}_m \quad \mathbf{o}_m]^T )</td>
<td>6x6</td>
<td>6x6</td>
</tr>
<tr>
<td>3</td>
<td>( \mathbf{z} = [\mathbf{B}_m \quad \mathbf{S}_m]^T )</td>
<td>6x6</td>
<td>6x6</td>
</tr>
<tr>
<td>4</td>
<td>( \mathbf{z} = [\mathbf{B}_m \quad \mathbf{S}_m \quad \mathbf{o}_m]^T )</td>
<td>9x6</td>
<td>9x9</td>
</tr>
</tbody>
</table>
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