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Abstract
This study explores the machine learning-based assessment of predisposition to colorectal cancer based on single nucleotide 
polymorphisms (SNP). Such a computational approach may be used as a risk indicator and an auxiliary diagnosis method 
that complements the traditional methods such as biopsy and CT scan. Moreover, it may be used to develop a low-cost 
screening test for the early detection of colorectal cancers to improve public health. We employ several supervised classifi-
cation algorithms. Besides, we apply data imputation to fill in the missing genotype values. The employed dataset includes 
SNPs observed in particular colorectal cancer-associated genomic loci that are located within DNA regions of 11 selected 
genes obtained from 115 individuals. We make the following observations: (i) random forest-based classifier using one-hot 
encoding and K-nearest neighbor (KNN)-based imputation performs the best among the studied classifiers with an F1 score 
of 89% and area under the curve (AUC) score of 0.96. (ii) One-hot encoding together with K-nearest neighbor-based data 
imputation increases the F1 scores by around 26% in comparison to the baseline approach which does not employ them. (iii) 
The proposed model outperforms a commonly employed state-of-the-art approach, ColonFlag, under all evaluated settings 
by up to 24% in terms of the AUC score. Based on the high accuracy of the constructed predictive models, the studied 11 
genes may be considered a gene panel candidate for colon cancer risk screening.

Keywords  Colorectal cancer · Machine learning · Classification · Cancer screening · Immune checkpoints

 *	 Ali Cakmak 
	 ali.cakmak@itu.edu.tr

1	 Department of Computer Engineering, Istanbul 
Technical University, Ayazaga Campus, Reşitpaşa, 
34467 Sarıyer, Istanbul, Turkey

2	 Marmara University, Istanbul, Turkey
3	 Başakşehir Çam and Sakura City Hospital, Istanbul, Turkey
4	 Biruni University, Istanbul, Turkey
5	 Aziz Sancar Institute of Experimental Medicine, Istanbul 

University, Istanbul, Turkey
6	 Halic University, Istanbul, Turkey
7	 Istanbul Research and Training Hospital, Istanbul, Turkey
8	 Kastamonu University, Kastamonu, Turkey

1  Introduction

Colorectal cancer (CRC) is the most common type of can-
cer in the world after breast cancer in women and lung and 
prostate cancer in men [1]. It is generally accepted that colon 

cancer is caused by multistage genetic changes and varia-
tions because of mutations in oncogenes, tumor suppressor 
genes, or DNA repair genes [2]. Unfortunately, there is still 
insufficient information about the molecular pathology of 
CRC.

Tumor cells exhibit six different biological characteris-
tics during their multistage development: (i) maintaining 
proliferative signals, (ii) avoiding growth suppression, (iii) 
resistance to cell death, (iv) providing replicative immortal-
ity, (v) stimulating angiogenesis, (vi) invasion and metas-
tasis activation [3]. The immune system has a central role 
in controlling and eliminating cancer. However, in the case 
of malignancy, there may be several immune suppression 
mechanisms that inhibit effective antitumor response [4]. 
Immune control points are cell surface molecules expressed 
on a variety of immune cells which are employed to pre-
vent peripheral autoimmunity during the inflammatory 
response [5]. Some example control points are programmed 
cell death-1 (PD-1), cytotoxic T-lymphocyte-associated 
antigen-4 (CTLA-4), T-cell immunoglobulin and mucin 
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protein-3 (TIM-3), and lymphocyte activation gene-3 (LAG-
3). These control points stimulate negative modulation of 
immune responses to prevent autoimmunity after binding to 
their ligands. This immune mechanism is driven by tumor 
cells, allowing a rapid proliferation of tumor cells.

In terms of cancer occurrence and progression, in addition 
to genetic changes and tumor, node, and metastasis (TNM) 
staging, tumor microenvironment and tumor-infiltrating 
immune evaluation of cells are also important. In this study, we 
investigate the effect of MDM2 (rs2279744), GAL3 (rs4644), 
TIM1 (rs9313422), TRAIL (rs1131580), PD-1 (rs2227981), 
PD-L1 (rs2890658), p16 540 (rs11515), p16 580 (rs3088440), 
CD28 (rs3116496), CD27 (rs2267966), and CD40 (rs1883832) 
gene polymorphisms on the antitumor response of tumor 
microenvironment. This study aims to investigate whether spe-
cific genetic polymorphisms of the above immune checkpoint 
genes are associated with the development of colorectal cancer. 
In this study, we adopt a computational approach and explore 
the machine learning-based assessment of predisposition to 
colorectal cancer based on polymorphisms in the above set of 
genes. Such a computational approach may be used as a risk 
indicator and an auxiliary diagnosis method complementary 
to other diagnostic tools, such as biopsy, CT scan, and MRI. 
Moreover, it may be used to develop a low-cost screening test 
for the early detection of colorectal cancer to improve public 
health. Finally, individuals with elevated risk of developing 
colorectal cancer may be advised on appropriate lifestyles [6] 
to minimize the effect of the environmental factors.

Our dataset includes single nucleotide polymorphisms 
(SNP) observed in particular colorectal cancer-associated 
genomic loci that are located within DNA regions of the 
above-discussed genes. The dataset is obtained from 115 indi-
viduals (50 healthy (control group) and 65 colorectal cancer 
patients). We employ several supervised classification algo-
rithms, namely, logistic regression (LR), random forests (RF), 
and support vector machine (SVM). Besides, we apply data 
imputation to fill in the missing genotype values. Based on 
our experimental results, we make the following observations:

Random forest-based classifier using one-hot encoding 
for feature representation and K-nearest neighbor (KNN)-
based imputation to complete the missing data with near-
est integer conversion performs the best among the studied 
classifiers. On the other hand, a logistic regression-based 
classifier provides a more generalized model at a cost of 
slight decrease in prediction accuracy.

The proposed model outperforms a commonly employed 
state-of-the-art approach, ColonFlag [7, 8], under all evalu-
ated settings in terms of the AUC scores.

Based on the high accuracy of the constructed classifica-
tion models, the studied 11 genes may be considered a gene 
panel candidate for the risk screening of colon cancer.

The rest of the paper is organized as follows. The next 
section presents a review of the related works from the 

literature. Then, Sect. 3 describes our methods. Experimen-
tal evaluation results are presented in Sect. 4. In Sect. 5, 
we discuss the contributions and impact of this study along 
with potential future directions to extend this paper. Finally, 
Sect. 6 summarizes our main results in this study.

2 � Related work

Several previous studies focus on colorectal cancer diagnosis 
and risk prediction. Yu and Helwig [9] present a comprehen-
sive review of the recent machine learning and AI methods 
employed in CRC diagnosis and treatment. In this section, 
we comparatively review the most relevant ones to our work.

Colon cancer prediction based on gene expression profil-
ing is a highly popular topic in the literature. As an exam-
ple, Barrier et al. [10] employed stages 2 and 3 tumor and 
non-neoplastic mucosa mRNA samples from 18 patients in 
total (10 men and 8 women). Patients were profiled using 
the Affymetrix HGU133A GeneChip. K-nearest neighbor 
(KNN) algorithm was used with sixfold cross-validation to 
select the number of neighbors and the number of informa-
tive genes to include in the predictors. After splitting data 
into 6 portions, 15 of them were used as training data to 
assign a prognosis (recurrence or no recurrence) and 3 of 
them as validation data. To evaluate their method, they stud-
ied only the false predictions out of 18 samples. A predic-
tor model is constructed by using m informative genes as 
features that are obtained based on K-nearest neighbors. A 
separate model is trained for each unique combination of 
model parameters m and k. In particular, 50 different values 
of m (i.e., m = 5, 10, …, 250) and 3 different values of k (i.e., 
k = 1, 3, 5) were considered. Hence, in total, 150 different 
predictive models are trained and compared in terms of their 
accuracy. The lowest numbers of false predictions (2 out of 
18) were obtained from the lowest numbers of informative 
genes in six-fold cross-validation. A 30-gene T-based pre-
dictor was built with 78% estimated accuracy, and a 70-gene 
NM-based predictor provided 83% accuracy.

Another study that employs gene expression profiles was 
carried out by Horaira et al. [11]. As a predictor model, 
they exploited a kernel-based support vector machine 
(SVM). Their dataset consisted of gene expression profiles 
of individuals covering more than 6500 humanoid genes. 
They picked 2000 genes based on their confidence in the 
expression levels. Two datasets of gene expression namely 
leukemia and colon tumor datasets have been used for this 
research. In total, 62 samples have been collected from 
colon cancer patients. In particular, 40 biopsies of tumor 
and 22 normal cell biopsies were obtained and labeled as 
negative and positive, respectively. Feature selection was 
performed mainly using the t-statistic. That is, the top 10 
and top 3 genes were identified among 2000 genes that have 
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been considered originally, and used for classification (Gen-
Bank accession numbers of the top 3 genes were I.37937, 
Has.2097, and Has.2291). The classification accuracy of the 
SVM model was estimated at 85.8%.

Besides, Alladi et al. [12] employed the benchmark 
colon cancer dataset that contains the expression profiles 
of 40 tumors and 22 healthy colon tissue samples. Two 
thousand out of around 6500 genes were selected based on 
confidence in the measured expression levels. The data-
set was split into training and test sets in the ratio 80:20, 
70:30, 65:35, and 60:40. The best prediction accuracy was 
obtained by the 65:35 ratio. They employed 3 classifiers, 
namely, SVM, neural nets, and logistic regression, using 
the top 10 genes ranked by the t-statistic. The best accu-
racy scores were obtained with SVM (linear) at 84.19% 
and SVM (sigmoid) at 85.80%.

In addition, the prediction of colon cancer stages and 
survival period with a machine learning approach has been 
analyzed by Gupta et al. [13].

4,021 patients were selected for the analysis from the 
colorectal cancer registry of the Chang Gung Memorial 
Hospital, Linkou, Taiwan. They mainly focused on the pre-
diction of tumors in the TNM stage of colon cancer. The 
distributions of patients based on the tumor stage were T3, 
2500; T4, 500 + ; T2, 500; and T1, 500. By considering the 
tumor aggression score as a prognostic factor, performances 
of different ML algorithms were evaluated using five-fold 
cross-validation to predict the tumor stage of colon can-
cer. Six ML models were evaluated for this study, namely, 
RF, SVM, LR, multilayer perceptron, KNN, and adaptive 
boosting. RF achieved an F-measure of 0.89 when the tumor 
aggression score was considered an attribute along with the 
standard attributes normally used for the TNM stage predic-
tion. Besides, the top-performing model (i.e., random forest) 
achieved an accuracy of 0.84 and an area under the curve 
(AUC) of 0.82 + 0.1 for predicting the 5-year disease-free 
survival of colon cancer patients.

On the other hand, some other researchers have devel-
oped their own models for the detection of colon cancer. 
As an example, Kinar et al. [7] present an algorithm, called 
MeScore (also known as ColonFlag). The underlying model 
consists of a combination of a thousand tree-based classi-
fiers. Then, the sum of the weights of all the trees is used for 
the prediction. The main data were collected from 606,403 
individuals among whom 3135 were diagnosed with colo-
rectal cancer. In addition, they employed a second dataset 
of 30,674 individuals, which contains 5061 CRC cases and 
25,613 control subjects. In addition to blood count records, 
the sex and birth years of all individuals were available in 
the dataset. Overall, they obtained an AUC score of 0.82 
and 88% specificity in the Israeli dataset, while the AUC 
and specificity scores were 0.81 and 94%, respectively, in 
the UK dataset.

In addition to the above summarized colorectal cancer 
diagnosis prediction works, some studies aim to detect 
CRC early or predict the risk of developing CRC. A com-
mon approach among this group of studies is using complete 
blood counts (CBC) of patients. As an example, Hornbrook 
et al. [14] worked with a dataset that was obtained from 
Kaiser Permanente Northwest Region’s Tumor Registry. 
In total, 17,095 individuals were included in this analysis. 
They employed the ColonFlag algorithm [7, 8] to identify 
people at risk of colorectal cancer. To calculate CRC detec-
tion score, gender, year of birth, and at least one combina-
tion of the following blood count parameters {RBC, Hgb, 
Hct}, {RBC, Hct, MCH}, {RBC, MCH, MCHC}, {Hgb, 
Hct, MCH}, {Hgb, MCH, MCHC}, or {Hct, MCH, MCHC} 
are used as features of the classifier. Their model achieved 
an AUC score of 0.8 ± 0.01.

Another CRC risk prediction study was conducted by 
Nartowt et al. [15]. They worked with the National Interview 
Survey and the Prostate, Lung, Colorectal, Ovarian Cancer 
Screening datasets with 795,215 samples. They considered 
linear discriminant analysis, SVM, Naïve Bayes, decision 
tree, random forest, and artificial neural networks (ANN) 
as machine learning models. To deal with the missing data, 
they employed methods like mean, Gaussian, Lorentzian, 
one-hot encoding, Gaussian expectation–maximization, and 
listwise deletion. Two-fold cross-validation was applied dur-
ing model evaluation. ANN achieved the max AUC score 
of 0.75 with family history data and an AUC score of 0.70 
when family history data is not available. Their improved 
model achieved an AUC score of 0.82.

Kinar et al. [8] in another study focused on the perfor-
mance analysis of a machine learning flagging system. As a 
pre-screening test, the fecal occult blood test was used and a 
positive test result was referred to colonoscopy. CBC was used 
in the prediction. Their dataset contained 112,584 samples. In 
total, 133 patients were diagnosed with CRC in 2008. They 
employ an algorithm called as MeScore (i.e., ColonFlag) which 
was developed in their previous study [7]. There is no accuracy 
or AUC score-based evaluation presented in this study.

In addition to gene expression and CBC, SNP profiles 
have also been exploited in several studies to detect colo-
rectal cancer. Patidar and Bhojwani [16] analyzed the SNP 
patterns involved in CRC. They mostly focused on the 4 
major alternative signaling pathways defined for colorec-
tal cancer, namely, Wnt, P53, TGF-beta, and K-Ras. The 
employed dataset includes tissue biopsies of 45 colorectal 
cancer patients. They examined protein expression in situ. 
The work was done mainly on two software programs. First, 
QualitySNP [17] was used to detect reliable SNPs, inter-
sections, and deletions both with and without quality files. 
Second, the FastSNP web server [18] was used to efficiently 
identify and prioritize high-risk SNPs according to their 
phenotypic risks and putative functional effects.
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Lin et al. [19] proposed a two-stage machine learning 
approach for identifying SNP to SNP interactions. Their 
primary goal was to identify a subset of significant SNPs 
and detect interaction patterns by combining two machine 
learning models, namely, random forest (RF) and multivari-
ate adaptive regression splines (MARS). A total of 1151 
prostate cancer cases (492 non-aggressive and 659 aggres-
sive) were gathered from the Cancer Genetic Markers of 
Susceptibility. One hundred forty-nine SNPs in the six ER-
related genes which were CYP1B1, SRD5A2, ESR1, ESR2, 
CYP19A1, and CYP1A1 were examined. In the two-stage 
RF-MARS approach, they first applied RF to detect a subset 
of SNPs for prediction, and then, MARS was applied to 
identify the interaction patterns based on selected SNPs. 
They followed two alternative approaches for RF. In the first 
one, the “out-of-bag” method was used to estimate the clas-
sification accuracy for each RF tree. In the second approach, 
the importance spectrum of the original data was compared 
with that of the permutated data where class labels were 
randomly permuted. They studied the true positive rate over 
the increased penetrance contrast to compare the results.

Jenkins et al. [20] worked on the ability of known suscep-
tibility SNPs to predict colorectal cancer risk for persons with 
and without a family history. They estimated the association 
of CRC with 45 SNPs. The data contains 1181 cancer cases 
and 999 healthy individuals. They preferentially selected can-
cer patients younger than 50 years with a 10% sampling from 
all other ages in diagnosis and control groups that did not 
have a family history of CRC. They applied multiple logis-
tic regression to estimate the association between SNPs and 
CRC risk. They assessed a risk gradient and discrimination in 
risk between the cancer and control group by estimating the 
change in odds ratio per adjusted standard deviation (OPERA). 
OPERA is used to compare the strengths of associations for 
risk factors measured on different scales, across diseases and 
populations. As a result, they predicted that the 20% of the 
population with the highest number of risk alleles would have 
a 1.8 times higher risk of CRC than people with the average 
number of risk alleles. Also, they predicted that the 45 CRC 
risk-associated SNPs identified in the literature could explain 
about 22% of the familial component of CRC risk.

Based on earlier results in the literature that suggest a pos-
sible link between microbes and physiological conditions 
(e.g., [21]), Qu et al. studied the prediction of CRC cases 
based on a particular selection of gut microbiota [22]. To 
this end, they employed a dataset of rRNA sequences from 
the gut microbiota. The features were selected via multiple 
dimension reduction methods that also considered the tax-
onomy of the microbe species. Once features are selected, 
the authors employ random forest, Naïve Bayes, and deci-
sion tree classification models for prediction, and show that 
taxonomy-aware multi-dimension reduction methods improve 
the earlier results in the literature. Even though the accuracy 

of the best-performing models is promising, the study requires 
an extensive metagenomics study as a pre-processing step.

Zhao et al. [23] extend the above study by considering 
independent risk factors such as BMI, age, tumor type, 
tumor grade, and gender along with gut microbiota. They 
demonstrate that combining genetic factors with traditional 
risk items increases classification performance. Neverthe-
less, the collection of employed features requires costly 
biopsy procedures to determine tumor type and grade.

Another promising non-invasive approach is analyz-
ing DNA methylation patterns of tumor samples obtained 
through blood-liquid biopsy [24]. The authors show that 
DNA methylation analysis provides reliable indicators 
for both diagnosis and survival prediction. On the other 
hand, the procedure requires whole genome-wide analysis, 
whereas we propose analyzing an exceedingly small set of 
SNP locations that provides comparable accuracy.

Metadherin mRNA expression levels in serum have been 
proposed as another non-invasive biomarker of CRC [25]. 
Despite the high AUC scores reported in this study, a major 
drawback of the study design is that the majority of the patients 
had advanced stage cancer, and high metadherin mRNA expres-
sion is particularly associated with late-stage CRC. Hence, it is 
not feasible to use it for screening and early diagnosis purposes.

Another focus of interest in the field was microRNAs’ 
role in CRC etiology [26, 27]. The authors demonstrated 
that all cancer samples manifested changes in four path-
ways where 21 microRNAs are detected as the most signifi-
cantly changing ones. Such models have the disadvantage 
that microRNA expression analysis requires a costly and, 
to some extent, invasive procedure of tumor sample biopsy.

Birks et al. [28] have studied the records of 2.5 million 
patients to evaluate the effectiveness of a complete blood 
count-based model on the UK population. The strength of 
the prediction model is that it only requires a simple blood 
test. On the other hand, the resulting specificity and AUC 
scores in this large cohort are on the lower end of the spec-
trum of available methods. A similar study [29] was done to 
evaluate 14 risk models on a cohort of 500,000 individuals. 
The selected risk models employed only patient answers to a 
general questionnaire regarding their eating habits, smoking 
status, age, exercise habits, etc. with no additional biochemi-
cal or genetic results. The best AUC score out of the evalu-
ated models was around 0.67 on average which motivates 
the need for identifying additional preferably non-invasive 
factors to predict colon cancer.

Li et al. also considered SNP data over 116 genes to pre-
dict the risk of CRC [30]. However, their best model pro-
vides a 0.61 AUC score, which is significantly less than the 
discriminative power of the 11 immune checkpoint gene 
SNPs considered in this study.

In cancer prediction model development, feature selec-
tion and stability may be also important when the employed 
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dataset includes substantial numbers of features some of 
which may contain noisy measurements. Cueto-López et al. 
[31] compared several machine learning models on a dataset 
of 47 SNPs and 53 environmental variables including fam-
ily history, BMI, and physical activity. The best-performing 
model provides an AUC score of 0.69 at the low end. Never-
theless, the contribution of this study is that it demonstrates 
that feature selection improves overall model performance 
and that the most accurate model may not be the best in 
terms of stability.

Zhou et al. [32] show that their deep learning-based clas-
sification model trained on thousands of endoscopy images 
performs better (AUC = 0.88) than the endoscopists’ aver-
age accuracy. However, like biopsy studies, endoscopy is a 
costly and invasive procedure.

In another direction, Molparia et al. [33] investigate the 
use of copy number variation (CNV) as a possible indicator 
of CRC. The advantage of this study is that their analysis is 
also based on circulating DNA in the blood, which is mini-
mally invasive. On the other hand, despite high specificity 
scores, their sensitivity scores are much lower. In addition, 
accurate CNV detection requires whole genome (or at least 
whole exome) sequencing [34].

3 � Methods

We employ several supervised classification algorithms, 
namely, LR, RF, and SVM. We implemented our scripts in 
Python programming language using the Scikit-learn library. 
We initially perform an exploratory analysis of the underly-
ing data to determine features for the classification models.

3.1 � Exploratory analysis and data engineering

Our dataset includes polymorphisms observed in specific 
colorectal cancer-associated genomic loci that are located 
within DNA regions of 11 selected genes, namely, MDM2, 
GAL3, TIM1, TRAIL, PD-1, PD-L1, p16540, p16580, 
CD28, CD27, and CD40. The dataset was collected from 
115 people in total with 50 healthy individuals (control 
group) and 65 colorectal cancer patients. The dataset also 
includes additional information for patients only, such as 
the age of the patient, the stage of cancer, the location of the 
tumor, perineural invasion of the tumor, and tumor differen-
tiation. Ethical approval for this study was obtained from the 
Clinical Research Ethics Committee of Istanbul Education & 
Research Hospital (date: 23.06.2017; number: 1015).

An initial exploratory analysis of the dataset revealed 
that the mean age values of colon cancer patients (mean 
age = 60) are considerably higher than the control group 
(mean age = 35). Hence, we remove the age information 
from consideration to avoid the bias which would cause the 

classification models to overfit the current dataset, and limit 
the generalization of the model that would work for unseen 
future patients.

We next explored SNP data for individual genes. The 
SNP data for some genes were not complete. What is more, 
the individuals with missing SNP data mostly belonged 
to a particular category. For instance, for gene TRAIL, 53 
individuals had no SNP information, and the majority (i.e., 
39) of the individuals with no SNP data belong to the con-
trol group. Likewise, five other genes, namely, CD28, PD1, 
PDL1, CD27, and CD40, have unbalanced missing data.

3.1.1 � Handling missing data with data imputation (DI)

Most statistical learning models cannot handle missing 
values in the data. Hence, data columns with missing val-
ues have to be taken care of. One option is to discard such 
fields with missing values from the data. The advantage of 
this option is that it requires almost no effort. Nevertheless, 
the omitted features in most cases may contain significant 
semantics, and discarding such features may decrease the 
accuracy of the constructed statistical models. A more viable 
option is to employ data imputation methods to estimate the 
missing values in a column based on the existing data val-
ues in the same data column. In particular, we employ two 
commonly used imputation techniques, namely, KNN-based 
imputation and multivariate imputation by chained equations 
(MICE) [35].

3.1.2 � Dealing with categorical data

The SNP data is considered categorical data. However, 
machine learning models work with numeric data. To 
address this problem, we explore two transformation 
methods.

One‑hot encoding (OHE)  One-hot encoding transformation 
converts categorical SNP data into binary (0 or 1) numbers. 
More specifically, one-hot encoding introduces a separate 
column into the data for each distinct value under each cat-
egorical column. For instance, the CD40 gene contains the 
following distinct genotypes: C/C, C/T, and T/T. One-hot 
encoding would create three columns for the CD40 gene, 
one for each distinct genotype, i.e., CD40_CC, CD40_CT, 
and CD40_TT. Then, those individuals having a particular 
genotype will have a value of 1 for the corresponding col-
umn and 0 for the remaining other genotype columns for 
CD40.

Custom decimal transformation (CDT)  In this approach, we 
transform our dataset to a decimal form. In particular, we 
represent each possible 4 letter of the DNA alphabet in two-
bit binary numbers, that is, A, 00; T, 01; C, 10; and G, 11. 
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Since we have pairs of nucleotides in SNP genotypes, we will 
convert them by just replacing each character with its num-
ber form, for instance, TG, 0111 = 7 (in decimal form); CC, 
1010 = 10; and AC, 0010 = 2. Hence, for each column, we 
use the corresponding decimal value after this transformation.

3.2 � Baseline approach

The baseline approach does not employ any data imputation, 
and simply omits genes that have missing SNP genotypes for 
some individuals in the dataset. More specifically, 6 genes, 
namely, Trail, CD28, PD1, PDL1, CD27, and CD40, are omit-
ted. Hence, the classification models are built on the follow-
ing remaining 5 genes: MDM2, GAL3, TIM1, p16540, and 
p16580. Then, one-hot encoding is applied for categorical data.

3.3 � Approach OHE_DI

In this approach, we first perform one-hot encoding on our 
original dataset. Then, we employ KNN-based data imputa-
tion to estimate the values for missing fields based on the 
nearest value in the same data column.

3.4 � Approach OHE_DI_FI

The imputation in the above approach provides float num-
bers for the missing values. In this approach, we add an extra 
step to OHE_DI to convert each float value to the nearest 
integer (FI). This is because we observe that the imputation 
provides unique float values almost for every cell, which 
may introduce some bias.

3.5 � Approach CDT_DI_OHE

This approach employs the above-discussed custom deci-
mal transformation to handle the categorical data, and then, 
data imputation is applied to complete the missing values. 
Finally, one-hot encoding is performed.

3.6 � Approach CDT_DI_FI_OHE

This approach is a variation of approach CDT_DI_OHE in 
that, after imputation, we converted floating-point values 
that are filled for missing values to the nearest integer to 
remove the possible bias as explained before. Finally, one-
hot encoding is performed.

3.7 � Approach CDT_DI

This approach differs from approach CDT_DI_OHE mainly 
in the last step. That is, it does not use one-hot encoding. 

Instead, it employs the decimal values of the genotype data 
that are obtained as explained above.

3.8 � Approach CDT_DI_FI

This approach is a slight variation of the above approach in 
that, after imputation, we convert floating-point values that 
are filled for missing values to the nearest integer.

3.9 � Evaluation methodology

We perform stratified tenfold cross-validation to evaluate the 
performance of the employed classifiers in all experiments. 
More specifically, we randomly divide the data into 10 parts. 
Then, we employ 9 parts for training the models, the remain-
ing 1 part to test the trained model. Then, we repeat these 
steps 10 times, where each time, a new classification model 
is trained on a different combination of 9 parts and tested 
on the remaining 1 part. Then, the average (i.e., mean) per-
formance from these 10 iterations is reported as the overall 
performance of a model. The splitting is done in a stratified 
manner keeping the same proportions of control and cancer 
groups in both the training and test sets.

3.10 � Evaluation metrics

As the performance metric, we use the F1 score, which is 
a commonly employed measure in machine learning tasks. 
Moreover, we also generate receiver operating characteris-
tics (ROC) curves and report the area under the curve (AUC) 
as an alternative performance metric for the classifiers.

4 � Results

4.1 � Classification with the baseline approach

Figure 1 reports the F1 scores of the three employed classi-
fiers for the baseline approach. The best classification perfor-
mance is obtained with logistic regression with an F1 score 
of around 63%. These performance figures are not favorable 
since we had to omit 6 genes out of 11.

Figure 2 reports the AUC scores of the same classifiers as an alter-
native performance metric. In this category, RF provides the best per-
formance. We observe that LR has a higher true-positive rate and a 
lower false-negative rate than SVM, and this is what the AUC metric 
measures. Therefore, LR outperforms SVM under this metric.

4.2 � Evaluating different data imputation methods

Next, we evaluate the approaches that employ data imputa-
tion and include all the genes in the analysis. We consider 
two different imputation approaches, namely, K-nearest 
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neighbor (KNN)-based imputation and multivariate imputa-
tion by chained equations (MICE). First, we evaluate these two 
approaches to determine the imputation method to be used in 
the following approaches. Figure 3 compares the F1 scores of 
these two imputation methods within the setting of approach 
CDT_DI_FI_OHE.

KNN-based imputation provides better estimates than the 
MICE algorithm in this case. Besides, we also compared the 
standard deviations of different classifiers under these two 
imputation methods between different folds in k-fold cross-
validation. We observe that with the KNN-based imputation, 
the standard deviation is much smaller than that with the 
MICE algorithm. This shows that KNN-based imputation 
provides more stable results. For the rest of the experiments, 
we employ KNN-based imputation as our default imputation 
method. We next compare the performance of the proposed 
approaches.

4.3 � Evaluating different approaches

Figure 4 shows that the approach OHE_DI in general pro-
vides better performance than the approach OHE_DI_FI 
(except for LR). We further investigated why the approach 
OHE_DI performs better. We observe that data imputation 
in the last step of OHE_DI fills in distinct values for the 
missing values for different individuals. Thus, we hypoth-
esize that such a way of data imputation may introduce some 
kind of bias in favor of the healthy (i.e., control) or cancer 
group depending on which group has the highest number of 
missing values. To test this hypothesis, we study the com-
parison between another pair of approaches, CDT_DI_OHE 
and CDT_DI_FI_OHE, as the latter approach removes the 
“uniquely-filled missing values” bias from the former one, 
and provides us with an opportunity to test the effect of this 
bias.

Figure 5 confirms that the approach without the “uniquely 
filled missing values” bias (i.e., CDT_DI_FI_OHE) has 
lower F1 scores than those with this bias (i.e., CDT_DI_
OHE). These results confirm the bias introduced by uniquely 
filled values. Therefore, we ignore approaches CDT_DI_
OHE and OHE_DI.

We next evaluate the approaches CDT_DI and CDT_DI_FI. 
Figure 6 shows that the approach CDT_DI outperforms the 
approach CDT_DI_FI in terms of all compared classifiers. 
However, based on our observation regarding the “uniquely 
filled missing values” bias in the above approaches, we fur-
ther evaluated the effect of this bias within the context of 
the approach CDT_DI. The approach CDT_DI_FI removes 
the “uniquely filled missing values” bias by converting the 
floating-point missing values to the nearest integer. The right 
part of Fig. 6 shows that after removing the effect of the 
“uniquely filled missing values” bias, the performance figures 
of the models decrease significantly. Hence, for comparison 
purposes, we also ignore the approach CDT_DI. To sum up, 
among all the evaluated approaches without the “uniquely 
filled missing values” bias, CDT_DI_FI_OHE has the best 
F1 score. In particular, random forest performs the best (F1 
score: 89%).

Fig. 1   F1 scores of the employed classifiers with the baseline 
approach

Fig. 2   AUC scores of the employed classifiers for the baseline 
approach



	 Medical & Biological Engineering & Computing

1 3

4.4 � Comparison to the state of the art

Fig. 3   F1 scores of different 
imputation techniques on deci-
mal forms of data

Fig. 4   F1 scores of approaches 
OHE_DI (left) and OHE_DI_FI 
(right)

Fig. 5   F1 scores for approaches 
CDT_DI_OHE (left) and CDT_
DI_FI_OHE (right)
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In this section, we compare our proposed approaches to a 
widely adopted approach, ColonFlag (i.e., MeScore) [7, 8]. In 
order to make a fair comparison, we employ ColonFlag under 
the same settings that we apply our algorithms. The improve-
ment figures in terms of the AUC and F1 scores in each set-
ting are presented in Table 1 and Table 2, respectively. We 
employ Z-test to check whether the difference between the 
results from different folds of each experiment is statistically 
significant. In brief, we make the following observations:

•	 In terms of the AUC score, our models outperform 
ColonFlag by up to ~ 24% in all evaluated settings.

•	 The improvement figures are statistically significant (p-
val < 0.05) under all settings except for OHE_DI_FI.

•	 In terms of F1 score, our models are better than Colon-
Flag under all settings (except for OHE_DI_FI) with 
improvement figures up to 10%.

•	 The improvement (i.e., 7.5%) of the best-performing 
approach, i.e., CDT_DI_FI_OHE, over ColonFlag is 
statistically significant (p-val = 0.047).

Fig. 6   F1 scores for approaches 
CDT_DI (left) and CDT_DI_FI 
(right)

Table 1   Auc-Based comparison 
of Colon Flag algorithm 
with our best model for each 
approach

The best-score for each comparison option is presented in boldface under AUC score columns. Besides, 
statistically significant p-val rows are also marked in boldface

Approach Our best 
algorithm

Our AUC 
score (%)

ColonFlag AUC 
score (%)

Improvement (%) p-val

OHE_DI_FI LR 91.76 88.64 3.52 0.420000
CDT_DI_OHE RF 99.43 91.19 9.04 0.001400
OHE_DI RF 99.14 92.50 7.18 0.001100
CDT_DI_FI_OHE RF 96.07 81.98 17.19 0.000001
CDT_DI RF 98.71 90.64 8.90 0.002300
CDT_DI_FI RF 94.43 76.45 23.52 0.000110

Table 2   F1 Score-Based 
comparison of Colon Flag 
algorithm with our best model 
for each approach 

The best-score for each comparison option is presented in boldface under AUC score columns. Besides, 
statistically significant p-val rows are also marked in boldface

Approach Our best 
algorithm

Our F1 score (%) ColonFlag F1 
score (%)

Improvement (%) p-val

OHE_DI_FI LR 87.95 88.86  − 1.03 0.820
CDT_DI_OHE RF 95.83 91.44 4.80 0.190
OHE_DI RF 93.11 93.11 0.00 1.000
CDT_DI_FI_OHE RF 88.79 82.58 7.51 0.047
CDT_DI RF 93.26 90.61 2.92 0.510
CDT_DI_FI RF 84.39 76.52 10.28 0.130
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Fig. 7   ROC curves of OHE_DI 
and OHE_DI_FI approaches

Fig. 8   ROC curves of CDT_DI_
OHE and CDT_DI_FI_OHE 
approaches

Fig. 9   ROC curves of CDT_DI 
and CDT_DI_FI approaches
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In Figs. 7, 8, and 9, we present ROC curves for all of 
our approaches along with the ColonFlag algorithm. Fig-
ure 7 shows that RF provides the best AUC score for both 
OHE_DI (0.99) and OHE_DI_FI (0.93). In comparison, the 
ColonFlag model achieves the AUC scores of 0.92 (under 
the OHE_DI configuration) and 0.88 (under the OHE_DI_FI 
configuration), which are lower than all of our classifiers 
except for LR. The results are similar for the approaches 
CDT_DI_OHE and CDT_DI_FI_OHE in Fig. 8 and the 
approaches CDT_DI and CDT_DI_FI in Fig. 9. Figure 10 
presents the tabular information in Tables 1 and 2 graphi-
cally in a single chart.

4.5 � Exploratory analysis of approach CDT_DI_FI_
OHE

In this section, we further present an exploratory analysis 
of our best-performing approach, i.e., CDT_DI_FI_OHE 

(after filtering approaches with floating-point bias). First, 
we investigate the most prominent features that differ-
entiate between healthy and colon cancer subjects. To 
this end, we compute random forest classifier’s feature 
importance values. Figure 11 lists the features in their 
decreasing order of importance. According to this list, 
CD40, CD27, and CD28 SNPs constitute the top 5 most 
important feature set.

Second, we perform an ANOVA analysis and compute 
the statistical significance of features in differentiating 
healthy subjects and colon cancer patients. Table 3 pro-
vides F-values and p-values of features where the list is 
sorted by F-values. Genotypes that are represented with 
numbers (e.g., CD28_7) belong to the imputed data cells. 
Hence, they are not mapped to a particular genotype. 
Based on the ANOVA analysis, the following genotypes 
are the statistically significant (i.e., p-value < 0.01) dis-
criminating features between the control group and colon 

Fig. 10   Comparison of the AUC 
scores (left) and ROC curves 
(right) of our best algorithm to 
the ColonFlag algorithm under 
each configuration

Fig. 11   Feature importance 
scores for the approach CDT_
DI_FI_OHE
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cancer patients: C/C, C/T, and C/A in CD40; A/T and 
A/A in CD27; C/C and T/T in CD28. This shows that 
colon cancer is associated with multiple genes in a com-
plex interaction.

Third, we study the decision boundaries of the 
employed classifiers (see Fig. 12). We observe that the 
RF model demonstrates some level of overfitting, while 
the LR model is more generic with no sign of overfitting. 
Hence, LR may be preferred over RF for future datasets, 
as the performance figures of LR and RF are close.

5 � Discussion

In this work, we employ supervised learning methods to pre-
dict the disposition of individuals to colorectal cancer based 
on polymorphisms observed in genes p16, MDM2, GAL3, 
TIM1, TRAIL, PD-1, PD-L1, CD28, CD27, and CD40.

Despite the existence of many works [9–33] on colorectal can-
cer diagnosis and risk prediction, we note the following drawbacks: 
First, many of the studies [15, 31] assume that family history data 
is available, which limits their applicability in practice. Moreover, 
several other works [10, 11] require genome-wide expression data. 
However, such data may not always be available, and/or it may be 
costly to produce them. Second, in terms of the performance metrics, 
several papers [11, 12] employ “accuracy.” However, the accuracy 
score would be misleading in unbalanced datasets. For instance, sup-
pose that a dataset contains 40 colon cancer cases and 22 control 
groups. Then, for a dummy classification model that predicts all sub-
jects as CRC patients, the accuracy would be roughly 65%. Many 
papers [8, 19] do not even employ well-known metrics like AUC 
score, F1 score, or even accuracy. Instead, they overly focused on 
false-positive or true-positive rates which may provide an incomplete 
view of the evaluated models’ performance. Last but not the least, 
none of the previous studies focused on CRC prediction based on 
major immune checkpoint genotypes. We show that SNPs in immune 
checkpoint genes are informative for predicting the predisposition to 
CRC. Besides, since SNP profiles implicitly contain information on 
family links, family history data is not required as an additional input. 
The main contributions of this study are as follows:

•	 Based on the high accuracy of the proposed statistical 
learning models, we propose the studied 11 SNPs as a 
novel screening panel for CRC predisposition prediction. 

Table 3   Anova analysis of features sorted by f-values and p-values in 
approach cdt_di_fi_ohe

F-values p-values

CD40_C/C 37.5083 0.00000001
cd27snp_A/T 26.6308 0.00000106
CD28_7 22.4677 0.00000627
CD28_C/C 18.6100 0.00003450
CD28_T/T 13.3250 0.00039810
cd27snp_A/A 12.7459 0.00052518
CD28_6 12.2826 0.00065641
CD40_C/T 7.4010 0.00754996
CD40_C/A 6.8955 0.00983858
cd27snp_T/T 6.1596 0.01454092
pdl1poly_A/A 5.6481 0.01915619
GAL3_C/C 4.8505 0.02966828
trail_C/T 4.3091 0.04017778
trail_C/C 4.3091 0.04017778

Fig. 12   Decision boundaries of the LR, RF, and SVM classifiers for CDT_DI_FI_OHE
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The small size of the SNP set makes it practical in clini-
cal settings.

•	 Since the specimens used in the analysis are obtained 
from blood, the proposed screening test is non-invasive 
and has a lower cost when compared to many other pre-
diction approaches in the literature that, for instance, 
require tumor biopsy [24] or whole genome or exome 
sequencing [34] which are costly and/or invasive.

•	 The proposed models under all settings outperform the 
state-of-the-art approach, ColonFlag [7, 8], by a signifi-
cant margin in terms of the AUC score.

•	 We employ custom as well as traditional data encoding 
methods to represent the non-numeric SNP dataset and 
demonstrate their impact on improving the prediction 
accuracy of the models.

•	 Taking advantage of each and every sample in machine 
learning studies is vital in particular when the data-
set is limited. Missing fields are commonly observed 
in almost all datasets. Hence, we explore various data 
imputation methods and offer strategies to fully exploit 
the available dataset despite the missing fields.

Looking forward, applying transfer learning and fine-tun-
ing pre-trained artificial neural network algorithms are highly 
popular in recent studies. As part of our future work, we may 
consider using one of the existing well-known artificial neural 
network algorithms to obtain better results from the SNP pro-
files (with more data). Besides, another future work item would 
be developing a new model from scratch that helps to extract 
more information from SNPs.

6 � Conclusion

In this work, we employ supervised learning methods to pre-
dict the disposition of individuals to colorectal cancer based on 
polymorphisms observed in genes p16, MDM2, GAL3, TIM1, 
TRAIL, PD-1, PD-L1, CD28, CD27, and CD40. We show that 
a random forest-based classifier performs best in distinguishing 
colon cancer patients from healthy individuals with an F1 score 
of 89% and an area under the curve of 0.96. On the other hand, 
a logistic regression-based classifier provides a more general-
ized model. We also demonstrate that our presented models 
outperform a widely used state-of-the-art algorithm, ColonFlag, 
by up to 24% improvement in the AUC score.
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