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Abstract. In many science and engineering applications, problems may result in solving a sparse linear system AX=B. 
For example, SuperLU_MCDT, a linear solver, was used for the large penta-diagonal matrices for 2D problems and 
hepta-diagonal matrices for 3D problems, coming from the incompressible blood flow simulation (see [1]). It is important 
to test the status and potential improvements of state-of-the-art solvers on new technologies. In this work, sequential, 
multithreaded and distributed versions of SuperLU solvers (see [2]) are examined on the Intel Xeon Phi coprocessors 
using offload programming model at the EURORA cluster of CINECA in Italy. We consider a portfolio of test matrices 
containing patterned matrices from UFMM ([3]) and randomly located matrices. This architecture can benefit from high 
parallelism and large vectors. We find that the sequential SuperLU benefited up to 45 % performance improvement from 
the offload programming depending on the sparse matrix type and the size of transferred and processed data. 

INTRODUCTION 

It is valuable to evaluate the strengths and limitations of state-of-the-art solvers for a sparse linear system having 
matrices coming from various applications in science and engineering. SuperLU solver [2] has two different parallel 
versions: Message Passing Interface (MPI) based SuperLU_DIST and thread based SuperLU_MT. In this work, 
offload programming model is applied to sequential SuperLU 4.3, SuperLU_MT 2.1 and SuperLU_DIST 3.3. They 
are tested for some randomly located sparse matrices and patterned matrices.  

It is challenging to decide where to place offload pragmas and there are many potential places to consider. We 
examine the places which are among the top time consuming code blocks by using Intel® loop and function profile 
viewer which is a part of Intel Composer XE Suite. Most of the trial places for offload pragmas are in the 
factorization routine, because the factorization part is the dominant time consuming part. According to our 
measurements on Hydra cluster in RZG (Rechenzentrum Garching), SuperLU_DIST performs almost 40% 
efficiency until 16 processors using PAPI library [11]. This indicates that there is potential for improvement.  

The remainder of this work is organized as follows: First, MIC programming models are presented. Later, test 
results are discussed. Finally, we conclude this work. 

PROGRAMMING MODELS 

Intel Xeon Phi (referred as MIC in the rest of the paper) is a new kind of processor on a PCI-Express card that 
can operate with a CPU. It can be more effective than CPU for big vector operations. In this paper, we focus on 
native and offload programming models to work with Intel MIC. In native model, the code is compiled only for MIC 
and runs on MIC directly [12]. The offload programming model is similar to the GPGPU kernels. Most of the code 
is compiled for the CPU but certain parts that are more appropriate to run on MIC are compiled for the MIC 
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coprocessor. We used the MIC processors of the EURORA cluster at CINECA, Italy [7] for all tests. The EURORA 
cluster became number 1 in Green500 rank in June 2013. The MIC has 61 physical cores and every physical core 
has also four logical cores. MIC has some similarities and also differences with GPGPU’s [4]. The 60 cores of MIC 
are accessible to the programmer. 

EXPERIMENTAL RESULTS 

Description of Matrices 

Table 1 describes a set of patterned and randomly located matrices to be used in sequential and parallel tests. 

TABLE 1. Description of patterned and randomly located matrices 

Matrix Name Order NNZ 
Nonzero 
pattern 

symmetry 

Numeric 
value 

symmetry 

Condition 
number Origin Kind of 

problem 

ADD32 4960 19848 100% 31% 136.677 UFMM Circuit 
simulation  

CAGE8 1015 11003 100% 14% 11.4135 UFMM DNA  
CAGE10 11397 150645 100% 17% 11.0175 UFMM DNA  
ECL32 51993 380415 92% 60% 9.41 x 1015 UFMM Semi-

conductor  
MARK3JAC140SC 64089 376395 7% 1% 5.83 x 1013 UFMM Economic 
MIXTANK_NEW 29957 1990919 100% 99% 4.40 x 1011 UFMM CFD 
PRE2 659033 5834044 33% 7% 3.11 x 1023 UFMM Circuit 

simulation 
RAND_10K_3 10000 29997 Asymmetric Asymmetric ≈7.1068∙105 ITU  
RAND_30K_3 30000 89997 Asymmetric Asymmetric ≈1.2466∙106 ITU  
STOMACH 213360 3021648 85% 0% 8.01 x 101 UFMM Electro-

physics 

Sequential Test Results 

There is a tradeoff between handling the memory limitation with the data storage strategies and being able to use 
the vector operations which is a major advantage of MIC over CPUs.  SuperLU partitions matrices into chunks 
according to row and column ordering and distribution of matrix data on rectangular mesh. Chunk size is not 
proportional to the matrix size. Big matrices can be partitioned either in small or large chunks but it is not expected 
to obtain big chunks in small matrices. We apply the offload programming approach for the sequential SuperLU by 
using 120 MIC threads and MIC affinity is set to ‘balanced’. In Table 2, we obtain up to 45% performance 
improvement for the matrix PRE2 because this is an illustrative example for the matrices having big chunks of data. 
The transferred and processed data size is around 60 MB for PRE2. However, we couldn't see significant difference 
for the other matrices due to the small sizes around 10 MB. 

TABLE 2. Benchmark for sequential and offload programming approach 
 Sequential Time (s) Offload Programming Time (s) 
 Factorization Solving Factorization Solving 
RAND_30K_3 144.85 0.13 142.71 0.13 
CAGE10 21.77 0.06 21.98 0.1 
ECL32 50.17 0.18 50.49 0.18 
MARK3JAC140SC 43.81 0.14 44.5 0.14 
MIXTANK_NEW 77.1 0.19 77.73 0.2 
PRE2 723.35 1.4 497.34 0.99 
STOMACH 91.68 0.49 92.14 0.49 
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FIGURE 1. Profiling result of SuperLU_DIST in 16 processors (without MIC) for the matrix PRE2. 

Parallel Test Results 

This paper complements [5] and the profiling results of SuperLU_DIST are presented for a set of matrices in 
order to determine the most time consuming suitable parts for offloading. Figure 1 and Table 3 show the exclusive 
wall clock time values of SuperLU_DIST functions and MPI calls for the set of matrices described in Table 1.  
pdgstrf related to factorization is the most time consuming function and this is consistent with literature. MPI Wait 
which is a simple idle wait routine is the most time consuming routine among the communication/synchronization 
routines for 16 cores. MPI Wait time may decrease for a small number of cores on large matrices like PRE2 and 
STOMACH. Therefore, the selection of the optimal number of cores (see [1]) is important for efficient resource 
management depending on the application. 

SuperLU_MT is tested for offload programming model. Matrix-vector operations are very important in solvers 
like SuperLU_MT. It is preferred to use SuperLU’s own backsolve and matrix-vector multiplication (dmatvec 
function) code instead of BLAS library [10] because these routines are more convenient to compile and link to the 
SuperLU_MT code compared with the BLAS. The function ‘dmatvec’ receives relatively big data as an argument 
and it is considered that ‘dmatvec’ function is a good candidate for being offloaded onto the MIC. The matrix and 
vector data are scattered between MIC cores and the resulting vector is gathered using a wrapper function for 
offloading. Offloaded SuperLU_MT is tested with different matrices but very low performance is obtained (see [5]).  

TABLE 3. Profiling results (in seconds) of SuperLU_DIST for the set of matrices by using TAU (Tuning and Analysis Utilities). 
Matrices # of cores Main pdgstrf pdgstrs MP_Wait MPI_Recv MPI_Bcast 

RAND_30k_3 4 0.49 703.18 0.63 25.57 3.63 1.16 
16 0.1 98.92 1.18 16.76 1.68 1.12 

PRE2 4 1.49 70.52 1.57 0.31 7.36 4.2 
16 20.24 17.28 0.78 11.46 10.44 3.76 

STOMACH 4 0.74 26.81 1.69 0.34 4.06 1.97 
16 65 7.03 0.71 14.76 8.07 4.3 

RAND_10K_3 4 0.03 10.3 0.08 1.98 0.44 0.03 
16 0.04 1.77 0.02 0.64 0.3 0.04 

ECL32 4 0.2 8.52 0.23 1.8 1.13 0.24 
16 0.1 2.2 0.09 1.28 1.13 0.32 

MIXTANK_NEW 4 0.4 6.65 0.6 1.69 1.14 1.07 
16 0.21 3.63 0.2 30.57 7.22 2.37 

MARK3JAC140SC 4 0.12 3.52 0.43 0.56 0.1 0.44 
CAGE10 4 0.01 3.13 0.05 0.41 0.22 0.2 
ADD32 4 0.02 0.01 0.02 0.01 0.05 0.04 
CAGE8 4 0.02 0.01 0.01 0.01 0.01 0.03 
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For SuperLU_DIST, we used automatic offloading. We employed Intel MKL functions [8] which are specifically 
optimized for Intel Xeon Phi to take advantage of this architecture. Intel compiler detects BLAS calls when linked to 
MKL [8], and decides to offload or to run in CPU according to size of data for specific BLAS functions (Xgemm, 
Xsymm, Xtrmm and Xtrsm [9]). The decision of offloading is made in runtime. However, the automatic offload 
approach seems to be not feasible for SuperLU_DIST on the set of matrices due to the offloading threshold (see [5]). 
The native programming approach tested for SuperLU_DIST also shows poor scale because of the non-vectorized 
code blocks on MIC whose clock rate is slower than CPU. 

CONCLUSIONS 

In this work, sequential, multithreaded and distributed versions of SuperLU solvers are compared on Intel Xeon 
Phi coprocessors using offload programming model for a set of patterned and randomly located matrices. This new 
architecture can benefit from high parallelism and large vectors. The offloading performs well when input data is at 
least around 60MB or more, as suggested by offload report measured on Xeon Phi. For example, when we apply the 
offload programming approach for the sequential SuperLU by using 120 MIC threads, we have performance 
improvement for the matrices having big chunks of data. 

We observe that the complex algorithms like SuperLU_MT and SuperLU_DIST show low performance on MIC 
in the experiments. There may be several reasons for this. MIC uses PCI-E bus and this can be a bottleneck for 
overall performance because excessive numbers of very small floating point operations cannot be handled efficiently 
in MIC due to its bus access and slow clock rate compared to CPU. MICs can efficiently operate with huge vectors 
and/or matrices that can scale also well in CPU threads. For example, the most computationally intensive parts of 
the solvers are the BLAS library calls and therefore these calls are strong candidates for running on MIC or GPGPU. 
On the other hand, they are called in excessive number of times with different data. Consequently, these parts are 
not appropriate for MIC. In every call, the input data is driven to the PCI-E bus which is slower than the bus 
between RAM and cache memory, also cache memory and CPU. The PCI-E bus has latency and when this cost is 
multiplied by the number of BLAS calls, it takes very long time. Therefore, offloading these parts do not show any 
benefit from small matrix blocks in terms of CPU and wall clock time. We believe that this paper is important 
because we provide hints on minimum data dimension for effectively exploiting MIC architecture. There are several 
challenging experiences with MIC for different applications (see [6]) which are consistent with our findings, as well.  
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