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Introduction

A side-channel analysis attack takes advantage of implementation specific characteristics

Divided into two groups as

• active (tamper attacks): the attacker has to reach the internal circuitry of the cryptographic device
  – probing attack [38]: inserting sensors into the device
  – fault induction attack [6, 32]: disturbing the device’s behavior

• passive [34]: The physical and/or electrical effects of the functionality of the device are used for the attack
Passive Attacks

If physical and/or electrical effects unintentionally deliver information about the key, then they deliver side-channel information and are called side-channels. Four groups according to the side-channel information that they exploit:

• Timing attacks (TA) [34, 18, 24, 26, 22, 37, 58, 55, 56, 60, 4, 8, 10, 42, 31]
• Power attacks (PA) [7, 35, 5, 21, 36, 45, 46, 1, 12, 14, 25, 48, 3, 28, 39, 41, 44, 47, 52, 19, 40, 42, 51, 49, 63, 50, 61, 62, 31]
• Electromagnetic attacks (EMA) [20, 54, 9, 15, 16, 27]
• Acoustic (sound) analysis [59]

All the groups of the passive attacks have two types:

• simple
• differential analysis
Simple Attacks

An attacker uses the side-channel information from one measurement directly to determine (parts of) the secret key. A simple analysis attack exploits the relationship between the executed operations and the side-channel information.
Differential Attacks

Many measurements are used in order to filter out noise. A differential analysis attack exploits the relationship between the processed data and the side-channel information.

- **hypothetical model** of the attacked device: The model is used to predict several values for the side-channel information of a device.

- These predictions are compared to the real, measured side-channel information of the device. Comparisons are performed by applying statistical methods on the data.
Distance of Mean Test

1. Run the cryptographic algorithm for $N$ random values of input.

2. For each of the $N$ inputs, $I_i$, a discrete time side-channel signal, $S_i[j]$, is collected and the corresponding output, $O_i$, may also be collected.

3. The $S_i[j]$ are split into two sets using a partitioning function, $D(\cdot)$:

   
   $S_0 = \{ S_i[j] | D(\cdot) = 0 \}$

   $S_1 = \{ S_i[j] | D(\cdot) = 1 \}$

4. Compute the average side-channel signal for each set:

   
   $A_0[j] = \frac{1}{|S_0|} \sum_{S_i[j] \in S_0} S_i[j]$

   $A_1[j] = \frac{1}{|S_1|} \sum_{S_i[j] \in S_1} S_i[j]$

   where $|S_0| + |S_1| = N$.

5. subtracting the two averages, a discrete time differential side-channel bias signal, $T[j]$, is obtained: $T[j] = A_0[j] - A_1[j]$. 
Correlation Analysis

1. The model predicts the amount of side-channel information for a certain moment of the execution.

2. These predictions are correlated to the real side-channel information.

This correlation can be measured with the Pearson correlation coefficient [11].
\[
C(T, P) = \frac{E(T \cdot P) - E(T) \cdot E(P)}{\sqrt{Var(T) \cdot Var(P)}} - 1 \leq C(T, P) \leq 1.
\]

T and P are said to be uncorrelated, if \(C(T, P)\) equals zero. Otherwise, they are said to be correlated.

If their correlation is high, \(i.e.,\) if \(C(T, P)\) is close to +1 or −1, it is usually assumed that the prediction of the model, and thus the key hypothesis, is correct.
Timing Attacks

- The term “Timing Attack” was first introduced at CRYPTO’96 in Paul Kocher’s paper
- Few other theoretical approaches without practical experiments up to the end of ‘97
- GEMPLUS put theory into practice in early’98
What are Timing Attacks? (1/2)

- Principle of Timing Attacks:
  - Secret data are processed in the card
  - Processing time
    * depends on the value of the secret data
    * leaks information about the secret data
    * can be measured (or at least their differences)

- Practical attack conditions
  - Possibility to monitor the processing of the secret data
  - Have a way to record processing duration
  - Have basic computational & statistical tool
  - Have some knowledge of the implementation
What are Timing Attacks? (2/2)

Everything performed unconditionally before the test

A test based on secret data is performed that leads to a boolean decision

Depending on the boolean condition, the process may be long (t1) or short (t2)

Everything performed unconditionally after the test
Simple Timing Attack on an FPGA implementation of an Elliptic Curve Cryptosystem (1/3)

The basic operation for ECC algorithms is point multiplication: $Q = [k]P$.

**Require:** EC point $P = (x, y)$, integer $k$, $0 < k < M$, $k = (k_{\ell-1}, k_{\ell-2}, \cdots, k_0)_2$, $k_{\ell-1} = 1$ and $M$

**Ensure:** $Q = [k]P = (x', y')$

1: $Q \leftarrow P$
2: for $i$ from $\ell - 2$ downto 0 do
3: \hspace{1em} $Q \leftarrow 2Q$
4: \hspace{1em} if $k_i = 1$ then
5: \hspace{2em} $Q \leftarrow Q + P$
6: \hspace{1em} end if
7: end for
STA on an FPGA implementation of an ECC (2/3)

Elliptic curve point addition over $GF(p)$

**Input:** $P_1 = (x, y, 1, a)$, $P_2 = (X_2, Y_2, Z_2, V_2)$

**Output:** $P_1 + P_2 = P_3 = (X_3, Y_3, Z_3, V_3)$

1. $T_1 \leftarrow Z_2 \ast Z_2$
2. $T_2 \leftarrow x \ast T_1$
3. $T_1 \leftarrow T_1 \ast Z_2$  $T_3 \leftarrow X_2 - T_2$
4. $T_1 \leftarrow y \ast T_1$
5. $T_4 \leftarrow T_3 \ast T_3$  $T_5 \leftarrow Y_2 - T_1$
6. $T_2 \leftarrow T_2 \ast T_4$
7. $T_4 \leftarrow T_4 \ast T_3$  $T_6 \leftarrow T_2 + T_2$
8. $Z_3 \leftarrow Z_2 \ast T_3$  $T_6 \leftarrow T_4 + T_6$
9. $T_3 \leftarrow T_5 \ast T_5$
10. $T_1 \leftarrow T_1 \ast T_4$  $X_3 \leftarrow T_3 - T_6$
11. $V_3 \leftarrow Z_3 \ast Z_3$  $T_2 \leftarrow T_2 - X_3$
12. $T_3 \leftarrow T_5 \ast T_2$
13. $V_3 \leftarrow V_3 \ast V_3$  $Y_3 \leftarrow T_3 - T_1$
14. $V_3 \leftarrow a \ast V_3$

Elliptic curve point doubling over $GF(p)$

**Input:** $P_1 = (X_1, Y_1, Z_1, V_1)$

**Output:** $2P_1 = P_3 = (X_3, Y_3, Z_3, V_3)$

1. $T_1 \leftarrow Y_1 \ast Y_1$  $T_2 \leftarrow X_1 + X_1$
2. $T_3 \leftarrow T_1 \ast T_1$  $T_2 \leftarrow T_2 + T_2$
3. $T_1 \leftarrow T_2 \ast T_1$  $T_3 \leftarrow T_3 + T_3$
4. $T_2 \leftarrow X_1 \ast X_1$  $T_3 \leftarrow T_3 + T_3$
5. $T_4 \leftarrow Y_1 \ast Z_1$  $T_3 \leftarrow T_3 + T_3$
6. $T_5 \leftarrow T_3 \ast V_1$  $T_6 \leftarrow T_2 + T_2$
7. $T_2 \leftarrow T_6 + T_2$
8. $T_2 \leftarrow T_2 + V_1$
9. $T_6 \leftarrow T_2 \ast T_2$  $Z_3 \leftarrow T_4 + T_4$
10. $T_4 \leftarrow T_1 + T_1$
11. $X_3 \leftarrow T_6 - T_4$
12. $T_1 \leftarrow T_1 - X_3$
13. $T_2 \leftarrow T_2 \ast T_1$  $V_3 \leftarrow T_5 + T_5$
14. $Y_3 \leftarrow T_2 - T_3$
STA on an FPGA implementation of an ECC (3/3)

- The total execution time of an EC point addition is $14T_*$.  
- The total execution time of an EC point doubling is $8T_* + 6T_\pm$.  
- The latency of one point multiplication:

  $$T_{PMUL} = (\ell - 1)T_{PDB} + (w - 1)T_{PAD} = (8\ell + 14w - 22)T_* + 6(\ell - 1)T_\pm$$

  Somebody who knows the execution time of one ‘$*$’ and ‘$\pm$’ and can measure the execution time of one 160-bit elliptic curve point multiplication will learn the Hamming weight of the key.
Countermeasure for STA

**Require:** EC point $P = (x, y)$, integer $k$, $0 < k < M$, $k = (k_{\ell-1}, k_{\ell-2}, \ldots, k_0)_2$, $k_{\ell-1} = 1$ and $M$

**Ensure:** $Q = [k]P = (x', y')$

1: $Q \leftarrow P$

2: **for** $i$ from $\ell - 2$ downto $0$ **do**
   3: $Q_1 \leftarrow 2Q$
   4: $Q_2 \leftarrow Q_1 + P$
   5: **if** $k_i = 0$ **then**
      6: $Q \leftarrow Q_1$
   7: **else**
      8: $Q \leftarrow Q_2$
   9: **end if**
10: **end for**

The latency of one point multiplication:

$T_{PMUL} = (\ell - 1) (T_{PDB} + T_{PAD}) = (\ell - 1) (22T_\ast + 6T_{\pm})$. 
Differential Timing Attack on a Hardware Implementation of AES (1/2)

S-Box Operation in AES

Require: \( in = \{ in_1, in_0 \} \)
Ensure: \( out = \text{S-Box} \left( in \right) = \{ out_1, out_0 \} \)

1: if \( in = \{ 00 \} \) then
2: \( out = \{ 00 \} \)
3: else
4: \( out = \text{MultInv} \left( in \right) \)
5: end if
6: \( out = \text{AffTrans} \left( out \right) \)

The input of the first S-Box operation in the first round is the first byte of the output of the \( \text{AddRoundKey} \left( \text{Plaintext}, \text{Key} \right) = \text{Plaintext} \oplus \text{Key} \).
DTA on a Hardware Implementation of AES (2/2)

Step 2 is executed in shorter time than Step 4. The attacker’s steps:

1. Feed the hardware with \( N \) plaintexts

2. Measure the time which takes for encrypting each of them and form a \( N \times 1 \) matrix \( M_1 \) with these timing data.

3. Calculate \( Plaintext_1 \oplus Key_1 \) for \( N \) plaintexts for each possible 256 values of the first byte of the key and for each plaintext.

4. Form a \( N \times 256 \) matrix \( M_2 \) with the expected time of S-box \((Plaintext_1 \oplus Key_1)\) operation.

Now the attacker should choose a statistical analysis method described for finding the first byte of the key.

If he chooses the correlation analysis, then he should find the correlation between \( M_1 \) and each column of \( M_2 \). The highest correlation will give the right first byte of the key.
Countermeasures

Executing the operations in constant time independent form the processed data.

- Dhem in [17], Walter in [64, 65] and Hachez and Quisquater in [23] propose several countermeasures that typically consist of removing the time variation in Montgomery Multiplication.

- Kocher suggests a countermeasure consist of randomizing the exponent in RSA by adding a random multiple of $\varphi(n)$, a modification that does not effect the final result in [34].

- Using double and add always algorithm proposed by Coron in [13] during the elliptic curve point multiplication allows to hide the Hamming weight of the keys.

- Izu and Takagi propose the binary right to left point multiplication algorithm by executing point addition and doubling in parallel in [29, 30] for ECC.
Is There a Future for Timing Attacks?

• Associated with other side-channels, it becomes far more efficient
  – Global measurements are replaced by local ones

• Timing attacks are still an important threat
  – Against existing devices applied to secret management
  – Not only a smart cards issue
  – Designers have to think about it

• Solutions exist
Power Attacks

The dominating factor for the power consumption of a CMOS gate is the dynamic power consumption [33]:

\[ P_D = C_L V_{DD}^2 P_{0\rightarrow 1} f \]

The current absorbed from \( V_{CC} \) is used to charge the load capacitor \( C_L \).

The voltage on the load capacitor is the output level of the inverter either logic 0 (\( V_{CC} \) V) or 1 (0 V).
Power Attacks

The current-voltage relation of a capacitor is defined as:
\[ i_C(t) = C \frac{d}{dt} v(t) \]

- We will observe a current only during the 0 → 1 transition at the output of the inverter.
- This transition depends on the input of the inverter, so the processed data in the gate.
- By observing the current consumption of a gate we can learn some information about the processed data.
- If this data has some relation with the secret information than we gain some information about the secret.
Measurement Setup (1/2)
Measurement Setup (2/2)
Information Leakage

Power consumption trace of a 3000-bit register.

Power consumption trace of a 6000-bit register.
Simple Power Analysis Attack

• Context
  – Find out a secret or private key
  – Known algorithm
  – Unknown implementation (background culture is recommended)

• Conditions
  – 1 cryptographic device available
  – Reverse engineering phase is required (power signature location)
  – Possibly known plain or ciphertext

• 2 target examples
  – DES key schedule
  – ECC private key multiplication
Data Encryption Standard
SPA on DES

- Goal of the attack: find the DES secret key (5 bits)
- Knowledge on the implementation
- Target of the attack: key schedule
SPA on a Smartcard Implementation of DES (1/5)
SPA on a Smartcard Implementation of DES (2/5)
SPA on a Smartcard Implementation of DES (3/5)

![Graph showing tweaked measurement: 16 rounds of first DES](image)
SPA on a Smartcard Implementation of DES (4/5)
SPA on a Smartcard Implementation of DES (5/5)
SPA on an FPGA Implementation of ECC

Require: EC point $P = (x, y)$, integer $k$, $0 < k < M$, $k = (k_{\ell-1}, k_{\ell-2}, \cdots, k_0)_2$, $k_{\ell-1} = 1$ and $M$

Ensure: $Q = [k]P = (x', y')$

1: $Q \leftarrow P$
2: for $i$ from $\ell - 2$ downto 0 do
3: \quad $Q \leftarrow 2Q$
4: \quad if $k_i = 1$ then
5: \quad \quad $Q \leftarrow Q + P$
6: \quad end if
7: end for
Countermeasure for SPA on an FPGA Implementation of ECC

Require: EC point $P = (x, y)$, integer $k$, $0 < k < M$, $k = (k_{\ell-1}, k_{\ell-2}, \ldots, k_0)_2$, $k_{\ell-1} = 1$ and $M$

Ensure: $Q = [k]P = (x', y')$

1: $Q \leftarrow P$
2: for $i$ from $\ell - 2$ downto 0 do
3: \hspace{1em} $Q_1 \leftarrow 2Q$
4: \hspace{1em} $Q_2 \leftarrow Q_1 + P$
5: \hspace{1em} if $k_i = 0$ then
6: \hspace{2em} $Q \leftarrow Q_1$
7: \hspace{1em} else
8: \hspace{2em} $Q \leftarrow Q_2$
9: \hspace{1em} end if
10: end for
Conclusion

• SPA uses implementation related patterns

• SPA strategy
  – algorithm knowledge
  – reverse engineering phase
  – representation tuning (height of view, zoom, visualisation)
  – then play with implementation assumptions...

• SPA is always specific due to
  – the algorithm implementation
  – the application constraints
  – the chip’s technology (electrical properties)
  – possible countermeasures
Countermeasures

• Anything that foils the attack

• Trivial countermeasure
  – prohibit code branches conditioned by the secret bits

• Advanced countermeasures
  – algorithm specification refinement
    * code structure
    * data whitening (blinding)
  – implementation design based on the chip’s resources
    * play with instruction set
    * hardware electrical behaviour (current scrambler, desynchronisation, cryptoprocessor, ...)
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Differential Power Analysis Attack

- **DPA Statistical Principle**
  - Acquisition procedure
  - Selection & prediction
  - Differential operator and curves
  - Reverse engineering using the DPA indicator

- **Two Targets**
  - A FPGA Implementation of Elliptic Curve Cryptosystem over $GF(p)$
  - An ASIC Implementation of AES

- **Countermeasures**
Differential Power Analysis of

The target is $k_{l-2}$.
The points $Q_1$, $Q_2$ and $Q$ are updated as:

Step 1: $Q \leftarrow P$

Step 3: $Q_1 \leftarrow 2Q = 2P$

Step 4: $Q_2 \leftarrow Q_1 + P = 3P$

Step 5: $Q \leftarrow \begin{cases} 
Q_1 = 2P & k_{l-2} = 0 \quad \text{Step 6} \\
Q_2 = 3P & k_{l-2} = 1 \quad \text{Step 8}
\end{cases}$

Step 3: $Q_1 \leftarrow \begin{cases} 
2Q = 4P & k_{l-2} = 0 \\
2Q = 6P & k_{l-2} = 1
\end{cases}$

Step 4: $Q_2 \leftarrow \begin{cases} 
Q_1 + P = 5P & k_{l-2} = 0 \\
Q_1 + P = 7P & k_{l-2} = 1
\end{cases}$

Step 5: $Q \leftarrow \begin{cases} 
2Q = 4P & k_{l-2} = 0 \quad k_{l-3} = 0 \quad \text{Step 6} \\
2Q = 6P & k_{l-2} = 1 \quad k_{l-3} = 0 \quad \text{Step 6} \\
2Q = 5P & k_{l-2} = 0 \quad k_{l-3} = 1 \quad \text{Step 8} \\
2Q = 7P & k_{l-2} = 1 \quad k_{l-3} = 1 \quad \text{Step 8}
\end{cases}$
DPA of a FPGA Implementation of ECC over $GF(p)$

The first step of the DPA attack is to find the point of the measurements.

- The highest seven spikes show the end of seven EC point doubling operations.

- The first one corresponds to the end of the first EC doubling operation. This spike shows the ending of the second operation which is $Q_1 \leftarrow 2P$ and this step is executed independent from the key bits.

- The third, fourth and so an spikes need the knowledge of the $k_{l-2}$, $k_{l-3}$ etc.

- Hence our choice for the measurement point is the second update of $Q_1$ after the second EC point doubling (Step 3).

- We use the transitions between the previous value of $Q_1$, $2P$, and the new value at our target point, $4P$ or $6P$ according to the value of $k_{l-2}$ as the power consumption predictions.
Correlation Analysis (1/3)

1. produced a power consumption file

2. chosen $N$ random points on the EC and one fixed, but random key, $k$

3. FPGA executes $N$ point multiplications such that $Q_i = [k]P_i$ for $i = 1, 2, \cdots, N$

4. measured the power consumption of the FPGA during 2400 clock cycles around the second update of $Q_1$ (clock frequency: 300 kHz, sampling frequency: 250 MHz)

5. produced a $N \times 2\,000\,000$ matrix, $M_1$
Correlation Analysis (2/3)

The maximum value of the measurement data in each clock cycle is found, $M_2$. 
Correlation Analysis (3/3)

1. compute $N$ EC point multiplications

2. compute the number of bit transitions from 0 to 1 in $Q_1$
   - $k_{l-2} = 0$: between $2P$ and $4P$ ($M_3$),
   - $k_{l-2} = 1$: between $2P$ and $6P$ ($M_4$)

3. $corr(M_3, M_2) > corr(M_4, M_2) \Rightarrow k_{l-2} = 0$
Distance of Mean Test (1/2)

1. We use the prediction matrices $M_3$ (for $k_{l-2} = 0$ guess) and $M_4$ (for $k_{l-2} = 1$ guess) in order to split the measurements into sets.

2. We calculate the mean value of $M_3$ and $M_4$, $E(M_3)$ and $E(M_4)$.

3. If $M_3(j) < E(M_3)$ then $j$th measurement is put in set $S_{1,1}$, otherwise in set $S_{1,2}$.

4. If $M_4(j) < E(M_4)$ then $j$th measurement is put in set $S_{2,1}$, otherwise in set $S_{2,2}$.

5. bias signals $T_1 = E(S_{1,2}) - E(S_{1,1})$ and $T_2 = E(S_{2,2}) - E(S_{2,1})$
Distance of Mean Test (2/2)

![Graph showing distance of mean test results](image)
The target for our DPA attack were the 8 MSBs of the state after the initial key addition operation.
A DPA Using Simulated Data (1/3)

- Behavioral HDL simulations were used for the prediction of the dynamic power consumption.
- It allows to simulate attacks in an early stage of the design flow.
- We did not reset the chip after each AES execution. At the beginning of an AES execution, the state still contained some value which is related to the previous AES execution.
A DPA Using Simulated Data (2/3)

1. produced a simulated power consumption file. We have chosen \( N \) random plaintexts and one fixed, but random key. After each first clock cycle, the simulator has written the total number of bit changes between the previous and the current values of the state to this file. Hence, the simulator has produced a file which contains an \( N \times 1 \) matrix, \( M_1 \), with values between 0 and 128.

2. Then we calculated an \( N \times 2^L \) matrix \( M_2 \). Each column of the matrix \( M_2 \) contains the prediction for the bit changes in the state for a particular guess of the \( L \) attacked key bits of the initial key addition.

3. We calculate the correlation coefficients between the predictions of all the possible keys and \( M_1 \) as 
\[
c_i = C(M_1, M_2(1:N,i)) \quad i = 0, \ldots, 2^L - 1.
\]

We expect that only one value, corresponding to the correct \( L \) key bits, leads to a high correlation coefficient.
Correlation between $M_1$ and all the columns of $M_2$: (a) with 10 000 plaintexts (b) as a function of the number of measurements.
A DPA Using Measured Data (1/2)

1. Encrypted the same $N$ plaintexts with the same key as used in the first step.

2. Measured the current consumption during the first two clock cycles.

3. Produced a $N \times 1000$ matrix, $M_3$. 
A DPA Using Measured Data (2/2)

1. Calculated the mean value of the measurement data in the second clock cycle: $M_4(i) = E(M_3(i, D + 1 : 2D))$.

2. Correlation analysis: $c_i = C(M_4, M_2(1 : N, i))$  $i = 0, \ldots, 2^L - 1$. 

(a) (b)
Software Countermeasures

- Time randomization:
  - operations occur during random intervals
  - no-operations (NOPs)
  - dummy variables and instructions
  - data balancing (representation of the data is done in order to make the Hamming weight constant)

- Permuting the execution

- Masking techniques
Hardware Countermeasures

• Increasing the measurement noise

• power signal filtering

• novel circuit designs
  – detachable power supplies
  – Securing algorithm at the logic level
  – a family of masked gates which is theoretically secure in the presence of glitches
  – masked and dual-rail pre-charge logic style
  – Asynchronous circuits
Hardware Implementations of Data Masking on AES

a.)

\[ F(A + X) = F(A) + X \]

b.)

\[ F(A) = B \]

\[ B + X \]

\[ B + XA \]

\[ A \]

\[ (\text{Mask}) \]

\[ (\text{Modified Mask}) \]
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Implementation of AES Without Countermeasure
SubBytes() Transformation

The S-Box includes two transformations:

1. multiplicative inversion over \( GF(2^8) \)
2. affine transformation
Table Method

Steps:

- output of the S-Box is calculated beforehand for all possible inputs
- these values are written in a ROM

Properties:

- fastest
- area of the ROM is the highest
Composite Field Method

• \( GF(2^k) = GF((2^n)^m) \)

• \( \{GF(2^n), Q(y)\} \) and \( GF((2^n)^m), P(x)\) forms a composite field

• \( GF(2^n) \) = subfield of \( GF(2^k) \)

Aim: to simplify the mathematical operations

1. a transformation to the subfield

2. mathematical operations

3. inverse transformation to the composite field

In AES
\( \{GF(2^4), Q(y) = y^4 + y + 1\} \) and \( \{GF\left((2^4)^2\right), P(x) = x^2 + x + \lambda\} \)
SBox with Composite Field Method

$E \in GF (2^8)$ and $E' \in GF \left( (2^4)^2 \right)$

$E' = TE$

$T = \begin{bmatrix}
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}$

$T^{-1} = \begin{bmatrix}
1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{bmatrix}$

$\forall a \in GF \left( (2^4)^2 \right), a_h, a_l \in GF (2^4)$

$a = a_hx + a_l$
SBox with Composite Field Method

\[ a = a_h x + a_l \]
\[ a^{-1} = b = b_h x + b_l \]
\[ \delta = (a_h + a_l) \times a_l + \lambda \times a_h^2 \]
\[ b_h = a_h \times \delta^{-1} \]
\[ b_l = (a_h + a_l) \times \delta^{-1} \]
SBox with Composite Field Method

- The multiplicative inversion in $GF\left(2^4\right)$ is reduced to the multiplicative inversion in $GF\left(2^2\right)$.
- The multiplicative inversion in $GF\left(2^2\right)$ is linear according to $GF\left(2\right)$ and is equal to the square operation.
- Transform matrixes from $GF\left(2^4\right)$ to $GF\left(\left(2^2\right)^2\right)$ [?]:

$$T = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \quad T^{-1} = \begin{bmatrix} 1 & 1 & 0 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$
SBox with Composite Field Method

The area and latency results of three different implementation of S-Box

<table>
<thead>
<tr>
<th></th>
<th># of LUT</th>
<th># of Slices</th>
<th>Minimum period (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table method</td>
<td>192</td>
<td>106</td>
<td>5.469</td>
</tr>
<tr>
<td>$GF \left( (2^4)^2 \right)$</td>
<td>76</td>
<td>44</td>
<td>13.423</td>
</tr>
<tr>
<td>$GF \left( \left( (2^2)^2 \right)^2 \right)$</td>
<td>76</td>
<td>44</td>
<td>13.098</td>
</tr>
</tbody>
</table>
\textit{ShiftRows()} Transformation

- only changes the position of the bytes in the state

- A combinational circuit is not needed for the implementation of this transformation

- by wiring some outputs of one register to some inputs in different positions of another register
**MixColumn() Transformation**

Let \( \tilde{a} = \begin{bmatrix} a_3 \\ a_2 \\ a_1 \\ a_0 \end{bmatrix} \) and \( \tilde{b} = \begin{bmatrix} b_3 \\ b_2 \\ b_1 \\ b_0 \end{bmatrix} \) be two columns of state.

\[
\tilde{b} = \begin{bmatrix}
02 & 03 & 01 & 01 \\
01 & 02 & 03 & 01 \\
01 & 01 & 02 & 03 \\
03 & 01 & 01 & 02 \\
\end{bmatrix} \times \tilde{a}
\]

- \( a_i = a_{i,7}x^7 + \cdots + a_{i,0} \) and \( b_i = b_{i,7}x^7 + \cdots + b_{i,0} \)
- The irreducible polynomial in \( GF(2^8) \) is \( m(x) = x^8 + x^4 + x^3 + x + 1 \).
- Costs 37 slices (64 LUTs) on Virtex-E 1000 FPGA.
AddRoundKey() Transformation

- Bitwise xor of 128-bits of the round key and 128-bits of the state
- Implemented by using 128 two input XOR gates
- 74 slices (128 LUTs) are used for this operation
Implementation with Masking Countermeasure

Modified Table:

\[ b = T[a] \]

\[ T_M[a \oplus x] = T[a] \oplus \bar{x} \]

\( T_i^M \) have to be calculated for all possible, \( 2^8 = 256 \), values of the mask.

1 table = 106 Slices and 256 tables = 256 \times 106 = 26404 Slices.
Additive and Multiplicative Masking

Akkar and Giraud propose to modify the S-Boxes in order to make them act as linear to the additive mask in [2].

\[(a \times x)^{-1} = a^{-1} \times x^{-1}\]

- additive mask throughout the algorithm
- transform from the additive to the multiplicative mask before the multiplicative inversion
- transform back to the additive mask after completing the multiplicative inversion
Additive and Multiplicative Masking

\[
(A \oplus X) \cdot Y \quad \quad (A \cdot Y)^{-1} \quad \quad X^*Y \\
\boxed{\text{Inversion GF(256)}} \\
(A^*Y)^{-1} \quad \quad X \quad \quad \quad X \cdot Y^{-1} \\
\boxed{\text{Inversion GF(256)}} \\
(A^*Y)^{-1} \oplus (X \cdot Y) \\
\]

66
Additive and Multiplicative Masking

\[ A \oplus X \]

\[ \text{Masked Multiplicative Inversion} \]

\[ A \oplus X^{-1} \]

\[ B \oplus X \]

\[ \text{Affine Transformation} \]

\[ X, Y \]

\[ \text{MixColumns} \]

\[ \text{ShiftRow} \]

\[ \text{Round Key} \]
Additive and Multiplicative Masking

• The original multiplicative inversion is kept unchanged.

• 4175 Slices (7628 LUTs) and 1291 flip-flops were used. Minimum clock period was 22.836 ns. Throughput is 140.13 Mb/s.
Additive Masking

Oswald et al. propose a masking method which is not weak against zero value attacks and has lower complexity than Akkar and Giraud method in [53].

• all the intermediate values are masked with additive mask

• the multiplicative inversion is modified in a way that it produces the right output and preserve the mask value

• The multiplicative inversion is performed by $GF\left(\left((2^2)^2\right)^2\right)$

\[(a + m) = (a_h + m_h)x + (a_l + m_l)\]
Additive Masking

\[ a^{-1} = b = b_h x + b_l \]
\[ b_h = a_h \times \bar{d} \]
\[ b_l = (a_h + a_l) \times \bar{d} \]
\[ d = (a_h + a_l) \times a_l + \lambda a_h^2 \]
\[ \bar{d} = d^{-1} \]

\[(a+m)^{-1} = (b+m) = (b_h+m_h) x + (b_l+m_l) \]
\[(b_h+m_h) = (a_h \times \bar{d}) + m_h = f_{b_h} ((a_h+m_h), (a_l+m_l), (d+m_d), m_h, m_l, m_d) \]
\[(b_l+m_l) = (a_h+a_l) \times \bar{d} + m_l = f_{b_l} ((a_h+m_h), (a_l+m_l), (d+m_d), m_h, m_l, m_d) \]
\[(d+m_d) = (a_h+a_l) \times a_l + \lambda \times a_h^2 + m_d \]
\[ = f_d ((a_h+m_h), (a_l+m_l), (d+m_d), m_h, m_l, m_d) \]
\[(\bar{d}+\bar{m}_d) = d^{-1} + m_d = f_{\bar{d}} ((a_h+m_h), (a_l+m_l), (d+m_d), m_h, m_l, m_d) \]

Only the masked values \(((a_h + m_h), (a_l + m_l))\) and the masks can be input.
## Implementation Results

<table>
<thead>
<tr>
<th></th>
<th># of Slices</th>
<th># of LUTs</th>
<th># of FF</th>
<th>Min Period (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Akkar [2]</td>
<td>4175</td>
<td>7628</td>
<td>1291</td>
<td>22.836</td>
</tr>
<tr>
<td>IAIK [53]</td>
<td>3580</td>
<td>6722</td>
<td>1292</td>
<td>20.769</td>
</tr>
</tbody>
</table>
Electromagnetic Attacks

The sudden current pulse that occurs during the transition of the output of a CMOS gate, causes a sudden variation of the electromagnetic field surrounding the chip.

The electromotive force across the sensor (Lentz’ law) relates to the variation of magnetic flux as follows [57]:

\[ V = -\frac{d\phi}{dt} \quad \text{and} \quad \phi = \iint \vec{B} \cdot d\vec{A}, \]

The Biot-Savart Law relates magnetic fields to the currents which are their sources.

\[ d\vec{B} = \frac{\mu_0 I d\vec{L} \times \vec{r}}{4\pi r^2}, \]

where \( d\vec{L} \) is length of conductor carrying electric current \( I \) and \( \vec{r} \) is unit vector to specify the direction of the vector distance \( r \) from the current to the field point.
The measurement setup
SEMA on the FPGA Implementation of ECC
DEMA on the FPGA Implementation of ECC
DEMA on an FPGA Implementation of ECC

![Graph showing correlation against number of measurements and clock cycle](image)

- **Number of Measurements**: 0, 1000, 2000, 3000, 4000, 5000, 6000, 7000, 8000
- **Correlation**: 0.05, 0.1, 0.15, 0.2
- **Guess**: key-bit=0, key-bit=1

- **Clock Cycle**: 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100
- **mV**: -0.03, -0.015, 0.015, 0.03, 0.045, 0.06, 0.075
- **Guess**: key-bit=0, key-bit=1
Countermeasures

Very few articles describe countermeasures against an EMA analysis. A complete shielding of Smart Card controllers, known from devices used in electronic data processing, is possible, but an attacker could simply remove the shield prior to analysis, making this countermeasure worthless [27].

With these presumptions in mind, EMA countermeasures have to reach much further than the commonly known PA defense systems, due to the fact that EMA attacks may provide information about small chip areas, whereas the PA measurement only yields data concerning the supply current of the complete chip.
The EM SideChannel(s)

EM emanations arise as a consequence of current flows within the control, I/O, data processing or other parts of a device [?]. These flows and resulting emanations may be intentional or unintentional. Each current carrying component of the device not only produces its own emanations based on its physical and electrical characteristics but also affects the emanations from other components due to coupling and circuit geometry.
Types of EM Emanations

1. Direct Emanations:

These result from intentional current flows. Many of these consist of short bursts of current with sharp rising edges resulting in emanations observable over a wide frequency band. Often, components at higher frequencies are more useful to the attacker due to noise and interference prevalent in the lower bands. In complex circuits, isolating direct emanations may require use of tiny field probes positioned very close to the signal source and/or special filters to minimize interference: getting good results may require decapsulating the chip packaging.

2. Unintentional Emanations:

Increased miniaturization and complexity of modern CMOS devices results in electrical and electromagnetic coupling between components in close proximity. Small couplings, typically ignored by circuit designers, provide a rich source of compromising emanations. These emanations manifest themselves as modulations of carrier signals generated, present
or “introduced” within the device. One strong source of carrier signals is the ubiquitous harmonic-rich “squarewave” clock signal. Other sources include communication related signals. Ways in which modulation occurs include:

(a) Amplitude Modulation:
Nonlinear coupling between a carrier signal and a data signal results in the generation and emanation of an Amplitude Modulated (AM) signal. The data signal can be extracted via AM demodulation using a receiver tuned to the carrier frequency.

(b) Angle Modulation:
Coupling of circuits also results in Angle Modulated Signals (FM or Phase modulation). For instance, while signal generation circuits should ideally be decoupled from data processing circuits, this is rarely achieved in practice. For example, if these circuits draw upon a limited energy source the generated signal will often be angle modulated by the data signal. The data signal is recoverable by angle demodulation of the generated signal.
Acoustic Attacks

Recently, Shamir and Tromer present their results using the sound of a central processing unit (CPU) as a side-channel information in [59]. The oldest eavesdropping channel, namely acoustic emanations, has received little attention. Shamir and Tromer’s preliminary analysis of acoustic emanations from personal computers shows them to be a surprisingly rich source of information on CPU activity.

Several desktop and laptop computers have been tested and in all cases it was possible to distinguish an idle CPU from a busy CPU. For some computers, it was also possible to distinguish various patterns of CPU operations and memory access. This can be observed for artificial cases (e.g., loops of various CPU instructions), and also for real-life cases (e.g., RSA decryption).

A low-frequency (KHz) acoustic source can yield information on a much faster (GHz) CPU in two ways. First, when the CPU is carrying out a long operation, it may create a characteristic acoustic spectral signature. Second, temporal information about the length of each operation is learnt and this can be used to mount TA, especially when the attacker can affect the input to the operation.
Countermeasures

One obvious countermeasure is to use sound dampening equipment, such as “sound-proof” boxes, that is designed to sufficiently attenuate all relevant frequencies. Conversely, a sufficiently strong wide-band noise source can mask the informative signals, though ergonomic concerns may render this unattractive. Careful circuit design and high-quality electronic components can probably reduce the emanations. Alternatively, one can employ known algorithmic techniques to reduce the usefulness of the emanations to attacker. These techniques ensure the rough-scale behavior of the algorithm is independent of the inputs it receives; they usually carry some performance penalty, but are often already used to thwart other side-channel attacks.
High Order Attacks

The attacker calculates joint statistical properties of the power consumption at multiple sample times within the power signals.

**Definition 1.** An nth-order DPA attack makes use of n different samples in the power consumption signal that correspond to n different intermediate values calculated during the execution of an algorithm [43].

- \( P[j] \): the power consumption at a particular time \( j \)
- \( P[j] = \varepsilon.d[j] + L + n \)
- \( d[j] \): Hamming weight of the intermediate data result at time \( j \)
- \( \varepsilon \): the incremental amount of power for each extra ‘1’ in the Hamming weight
- \( L \): the additive constant portion of the total power
- \( n \): the noise
When considered jointly, the operations at lines B and C are vulnerable to a second-order DPA attack.
First-Order DPA Attack

Proposition 1. When the $W_1$ algorithm is implemented in an $N$-bit processor, where there is a linear relationship between the instantaneous power consumption and the Hamming weight of the data being processed, the following DPA attack is sound:

1. Repeat for $i$ equal to 0 through $N - 1$
2. Repeat for $b = 0$ to 1
3. Calculate the average power signal $A_b[j]$ by repeating the following:
4. Set the $i$th bit of the PTI input to $b$.
5. Set the remaining PTI bits to random values.
6. Collect the algorithm's power signal.
8. $T[j]$ will have a positive bias spike when the $i$th secret key bit is a one, and will have a negative DPA bias spike when $i$th secret key bit is a zero.
Second-Order DPA attack

Proposition 2. When the $W_2$ algorithm is implemented in an $N$-bit processor, where there is a linear relationship between the instantaneous power consumption and the Hamming weight of the data being processed, the following second-order DPA attack is sound:

1. Repeat for $i$ equal to 0 through $N - 1$
2. 
   Repeat for $b = 0$ to 1
3. 
   Calculate average statistic $\bar{S}_b = |P_B - P_C|$ by repeating the following:
4. 
   Set the $i$th bit of the PTI input to $b$.
5. 
   Set the remaining PTI bits to random values.
6. 
   Collect the algorithm’s instantaneous power consumption as lines $B$ and $C$. Call these values $P_B$ and $P_C$ respectively.
7. 
   Calculate the DPA bias statistic $T = \bar{S}_0 - \bar{S}_1$.
8. 
   If $T > 0$ then the $i$th key bit is a one, otherwise it is a zero.
Proof of the Second-Order DPA attack

\[ P_B = d_B \varepsilon_B + L_B \quad \text{and} \quad P_C = d_C \varepsilon_C + L_C \]

- \( d_B \): the Hamming weight of the data RandomMask at line B
- \( d_C \): the Hamming weight of the data Result at line C

To simplify the proof, we initially assume that

- \( L_B = L_C \) and \( \varepsilon_B = \varepsilon_C \)

The experimental results confirmed that above assumptions are true for the implementation considered. In the general case these equalities may not hold.
Proof of the Second-Order DPA attack

\[ |P_B - P_C| = \varepsilon|d_B - d_C| \]

- \( k_i \): \( i \)-th bit of the variable SecretKey
- \( r_i \): \( i \)-th bit of the random variable RandomMask
- \( p_i \): \( i \)-th bit of PTI

\[
E[d_B| r_i = 1] = E[d_C| r_i \oplus k_i \oplus p_i = 1] = (N + 1)/2 \\
E[d_B| r_i = 0] = E[d_C| r_i \oplus k_i \oplus p_i = 0] = (N - 1)/2 \\
\]

If \( p_i = 0 \)
\[
\overline{S}_0 = \frac{1}{2} E[\varepsilon|d_B - d_C| | r_i = 1, k_i = 0] + \frac{1}{2} E[\varepsilon|d_B - d_C| | r_i = 1, k_i = 1] + \frac{1}{2} E[\varepsilon|d_B - d_C| | r_i = 0, k_i = 1] + \frac{1}{2} E[\varepsilon|d_B - d_C| | r_i = 0, k_i = 0] \\
\]

If \( k_i = 0 \)
\[
\overline{S}_0 = \frac{1}{2} E[\varepsilon|d_B - d_C| | r_i = 1, k_i = 0] + \frac{1}{2} E[\varepsilon|d_B - d_C| | r_i = 0, k_i = 0] = 0 \\
\]

If \( k_i = 0 \)
\[
\overline{S}_1 = \frac{1}{2} E[\varepsilon|d_B - d_C| | r_i = 1, k_i = 1] + \frac{1}{2} E[\varepsilon|d_B - d_C| | r_i = 1, k_i = 0] + \frac{1}{2} E[\varepsilon|d_B - d_C| | r_i = 0, k_i = 0] + \frac{1}{2} E[\varepsilon|d_B - d_C| | r_i = 0, k_i = 1] \\
\]
if \( k_i = 0 \)

\[
\overline{S_1} = \frac{1}{2} E[\varepsilon | d_B - d_C | | r_i = 1, k_i = 0] + \frac{1}{2} E[\varepsilon | d_B - d_C | | r_i = 0, k_i = 0] = \frac{1}{2}\varepsilon |(N + 1)/2 - (N - 1)/2| + \frac{1}{2}\varepsilon |(N - 1)/2 - (N + 1)/2| = \varepsilon
\]

\[
T = \overline{S_0} - \overline{S_1} = -\varepsilon
\]

In the case where \( k_i = 1 \), \( \overline{S_0} = \varepsilon \), \( \overline{S_1} = 0 \).

When \( T < 0 \) \( k_i = 0 \) and when \( T > 0 \) \( k_i = 1 \)

Hence, the sign of \( T \) indicates the value of \( k_i \).

When the equality assumption of \( \varepsilon \) is not true, the situation can be handled through a process of normalization.

Instead of calculating \( \overline{S_0} \) and \( \overline{S_1} \) by directly using \( P_B \) and \( P_C \), normalized versions of \( P_B \) and \( P_C \) can be used.

By using normalized values, the equality assumption is effectively forced to be true.

normalized \( P_B = \frac{P_B - E[P_B]}{var[P_B]} \)
Experimental Results

In a first-order DPA attack, knowledge of design information is not required. In a second-order DPA attack, however, knowledge of the algorithm code and the processor operation is much more important. Without such knowledge, attackers will not know which points in the power consumption signal are important.

In this example, the byte being attacked is equal to 0x6B.

An interesting observation is that T converges at different rates for different bits in a byte. For some bits, T converged quickly; fewer than 50 power signals were needed. However, for other bits, T converged more slowly. For example, bit #5 requires about 2,500 power signals before T stabilizes to the correct sign. In general, the convergence of T in the second-order attack is slower and more erratic than in the first-order attack. Surprisingly, however, for some bits, T converges nearly as fast for both attacks.
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