Chapter 4: Decision Making

Decision Making is the process by which an individual makes a choice between two or more rational alternatives in order to select the one that will produce the most desirable consequences (benefits) relative to unwanted consequences (costs).

When should decisions be made?

· When they are important.

· When they cannot be delegated reasonably.

Types of Decisions:

Routine: Those which focus on well-structured situations which:

· recur frequently

· involve standard decision procedures

· entail a minimum of uncertainty

Non-Routine: Those which focus on unstructured situations which:

· are non-recurring in nature

· entail high level of uncertainty

· difficult to determine “best” solution

Objective Rationality: Those which Optimize/Maximize an outcome by choosing the single best alternative from among all possible alternatives.

This is very difficult because we are assuming:

· Complete knowledge of consequences of all choices

· Perfect anticipation of value of consequences

· Knowledge of all choices

Since this is difficult we tend to opt for…

Bounded Rationality: Where we recognize our limited knowledge of all possible solutions and opt for the “good enough” solution rather than the “best” solution.

Decision are made under:

· Certainty

· Uncertainty

· Risk

Payoff Table:

	Alternative
	State of Nature/Probability

	
	N1
	N2
	…
	Nn

	
	p1
	p2
	…
	pn

	A1
	O11
	O12
	…
	O1n

	A2
	O21
	O22
	…
	O2n

	…
	…
	…
	…
	…

	Am
	Om1
	Om2
	…
	Omn


Decision Making Under Certainty:

Linear Programming

Company makes two desks:

	Type
	Material Usage
	Profit

	
	Wood
	Metal
	Plastic
	

	Red
	10
	4
	15
	115

	Blue
	20
	16
	10
	90


Available Raw Material:

· Wood

200

· Metal

128

· Plastic

220

Maximize profit…

Steps:

1. Determine “decision” variables:

In this case they are the number of “red” and “blue” desks.

2. Determine “objective” function:

This is the quantity we want to maximize or minimize. In this case we want to maximize profit. Thus, objective function is:

P = 115x1
+
90x2
3. Determine “constraint” functions:

These are the limitations under which we need to operate. Constraints need to be linear, non-negative, and use a relational operator (=, (, or (). In this example we have the following constraints:
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4. Plot constraint functions:

For each constraint draw its line.

Determine on which side of the line the inequality falls

When all constraints are drawn, the surrounded region is known as the “Feasible Region”
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5. Find optimal solution:

Optimal solution always occurs at an extreme point of the feasible region. This is always true.

· Optimal solution can be determined mathematically by determining all extreme points and calculating the objective function at each.

· Optimal solution can be determined graphically.

6. Special Problems:

· Unbounded solutions:

· Maximize: 
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· Subject to: 
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· Empty Feasible Region:

· Maximize: 
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Subject to: 
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Example 2:

	Product
	Profit
	Machine Time
	Assembly Time

	X
	10
	3 hrs
	2 hrs

	Y
	14
	1 hrs
	2 hrs


Company has 5 workers:

· 3 Machinists

· 2 Assemblers

· Each worker works a maximum of 40 hours/week

Decision Making Under Risk:

	Alternative
	State of Nature/Probability

	
	N1
	N2
	…
	Nn

	
	p1
	p2
	…
	pn

	A1
	O11
	O12
	…
	O1n

	A2
	O21
	O22
	…
	O2n

	…
	…
	…
	…
	…

	Am
	Om1
	Om2
	…
	Omn


Here the assumption is:

· There are a number of possible future states of “Nature”

· Each state has an assigned (or assumed) probability pj 

· There may not be one future state with the best possible outcome

· We choose the alternative Ai which gives the highest expected value, Ei.

· Expected Value is calculated as:
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Example:

A company needs to decide how much of a new product to produce. Its choices are:

· Produce 500 tons

Cost:
1M

· Produce 1000 tons

Cost:
2M

· Produce 1500 tons

Cost:
2.5M

The possible scenarios are:

· No-one likes the product:
p = 0.35

Income = 0

· Some like the product:
p = 0.45

Income = 2.5M

· Everyone likes the product:
p = 0.20

Income = 4M

What do you do?

	Alternative
	State of Nature/Probability

	
	0
	2.5M
	4M
	Expected

	
	0.35
	0.45
	0.20
	Value

	500 tons
	-1
	1.5
	3
	

	1000 tons
	-2
	0.5
	2
	

	1500 tons
	-2.5
	0
	1.5
	


Decision Trees: Begin at single decision node from which a number[image: image10.wmf] 

 of decision alternatives radiate. Each alternative ends in a chance node.

Queuing Theory: The essence is to determine the optimum number of servers needed to reduce overall costs.

Simulation: Construct a mathematical model of a real world situation to determine the best alternative.

Risk as Variance: Look at risk as the variance of expected outcomes.
	Alternative X
	
	Alternative Y
	

	p
	Cash Flow
	p
	Cash Flow

	0.1
	3000
	0.1
	2000

	0.2
	3500
	0.25
	3000

	0.4
	4000
	0.3
	4000

	0.2
	4500
	0.25
	5000

	0.1
	5000
	0.1
	6000


E(x) = (0.1)(3000) + (0.2)(3500) + … + (0.1)(5000) 

=
4000

E(y) = (0.1)(2000) + (0.25)(3000) + … + (0.1)(6000)

=
4000

In this case determine variance of each alternative and choose one with lowest variance.

Vx = (0.1)(3000 – 4000)2 + … + (0.1)(5000 – 4000)2

=
300000

Vy = (0.1)(2000 – 4000)2 + … + (0.1)(6000 – 4000)2 

=
1,300,000

σx
=
548

σy
=
1140
Decision Making Under Uncertainty:

When probability for natural outcomes is unknown or difficult to determine. In this case there are several available options:

· Maximax: Choose alternative with highest possible outcome

· Maximin: Choose alternative with lowest “worst” outcome

· Insufficient Reason: Assign equal probabilities to all natural states and get expected value.

· Hurwicz: Assume an “optimism” factor α then maximize:
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Example:

	Alternative
	State of Nature/Probability

	
	N1
	N2
	N3

	A1
	-500,000
	300,000
	9,300,000

	A2
	0
	125,000
	1,250,000


	Alternative
	Maximax
	Maximin
	IR
	Hurwicz (0.2)

	A1
	9,300,000
	-500,000
	3,033,333
	1,460,000

	A2
	1,250,000
	0
	458,333
	250,000
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