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ABSTRACT

We investigate the extent to which a large image archieve
can be compressed without critically detrimenting its recog-
nition performance. We tested the performance of eigenface-
based methods with transform, subband and vector quanti-
zation based coders. The compression-recognition trade-off
is measured in terms of correct identification percentages as
well as the corruption of the face space.

1. INTRODUCTION

Face recognition is an emerging research area. It has many
applications, such as restriction of access, man-machine in-
terface, nonintrusive identification for ATM transactions etc.
It is a challenging pattern recognition problem. The main
object is to develop a robust and automatic face recognition
system, which will identify face images taken with vary-
ing illumination conditions, facial expressions and facial ac-
cessories. The face images must be identified from a face
database consisting of a few hundred individuals to huge
ones containing millions of shots.

In the literature many recognition techniques have been
proposed, which are tested with different face databases.
The most popular face recognition techniques are correla-
tion methods, dimension reduction techniques with para-
metric discrimination like “Eigenfaces” [4] or “Fisherfaces”
[6], and ”Hidden Markov Model” based recognition tech-
niques. These techniques have reached over 90% success
ratio in large face databases with various preprocessing ef-
fects, involving scale, orientation and illimunation normal-
izations of the face image.

As the face database gets larger, they have to be main-
tained in a compressed platform to overcome storage and
bandwidth limitations. Therefore identification of faces in
the compressed domain is becoming a relevant problem.
The compression techniques will cause loss of information.
In this paper, we try to investigate, how information loss
-caused by compression- affects the face recognition per-

formance. We also try to determine to what extent a face
database can be compressed and still be with a recognition
scheme.

2. FACE RECOGNITION TECHNIQUES

2.1. Correlation

Correlation is the simplest algorithm for the face recogni-
tion task. It is based on the matching between the test image
and the face images in the database. However, it has many
drawbacks. It is computationally expensive, and requires
the storage of all face images in their original form. Also,
this method is sensitive to scale, illumination conditions, ro-
tation, facial expressions, accessories, and the resolution of
face images in the database.

Brunelli and Poggio described a correlation based method
from frontal face images [5]. It is based on the matching of
templates corresponding to facial features. To reduce com-
putational complexity they first detect the location of fea-
tures by using multiscale feature templates. Nevertheless,
this technique is still computationally expensive.

The recognition ratio reported for the mentioned method
[5] is 96%. Due to its sensitivity against scale and location
of faces in the scenes, it needs robust and extensive prepro-
cessing.

2.2. Eigenfaces

The “Eigenface” method [4] is based on the Karhunen-Loeve
Transformation of face images. It maximizes the scatter
of the linearly projected face classes in the so-called “Face
Space”. Recall that such a projection is optimal for the re-
construction of any image from a lower dimensional space,
but it may not be optimal for dicrimination among classes.

In this method, the faces are mapped to a new feature
space of dimension m, from an n dimensional space, where
m � n, that is

xk =⇒ yk xkεRn and ykεRm



In this expression, xk denotes the “face image” as a vec-
tor consisting of lexicographically ordered n pixels, while
yk is the vector of the m eigencoefficients of the same im-
age.

New feature vectors yk can be found by linear transfor-
mation:

yk = WT xk (1)

where WεRnxm is a matrix with orthonormal columns.
If the scatter matrix ST is defined as

ST =
N∑

k=1

(xk − µ)(xk − µ)T (2)

where N is the number of images in the training set and
µεRn is the mean of the images in the training set, then one
can choose Wopt such that

Wopt = arg max
W

|WT ST W | (3)

Columns of Wopt correspond to the eigenvectors of the
scatter matrix, which have the m largest eigenvalues.

Then all faces in the database are projected to this new
space and their feature vectors are calculated. A test im-
age is identified by using the Euclidian distance between the
feature vectors of the test face and the faces in the database.
The new face is identified as kth person if

k = arg min
k

‖Ytest − Yk‖

This maximized scatter contains not only interclass vari-
ations, but also intraclass variations, which is unwanted in-
formation for classification problems. The variations within
a class result from illumination conditions, facial expres-
sions and accessories. Because of the intraclass variations,
classes are not well clustered in the new feature space.

Discarding of the most significant three principal com-
ponents is suggested in [6]. These components are believed
to encode the illumination variations and backgrounds of
the scenes, so discarding them may improve the performance
of this technique.

Eigenface technique has been tested on the relatively
large FERET database [9]. The reported correct classifi-
cation rates are 96% over lighting conditions, 85% over ori-
entation variations, and 64% over scale variations.

2.3. Fisherfaces

Fisher’s Linear Disriminant Analysis (LDA) is a class spe-
cific method. This method chooses a transform matrix, W ,
that maximizes the ratio of interclass scatter matrix SB to
within class matrix SW , where

SB =
c∑

i=1

Ni(µi − µ)(µi − µ)T

SW =
c∑

i=1

∑

xkεXi

(xk − µi)(xk − µi)T

c : number of classes
µi: mean image of class Xi

Ni: number of samples in class Xi

Wopt = arg min
W

|WT SBW |
|WT SW W | (4)

= [w1 w2 ... wm]

where wi is a set of nonzero generalized eigenvectors of SB

and SW corresponding to m largest eigenvalues.

SBwi = λiSW wi i = 1, 2, ..., m

There are at most c − 1 nonzero eigenvalues, and so an
upper bound of m is c − 1.

Wopt cannot be found directly, since SW is singular.
The rank of SW is less than N − c. To overcome this prob-
lem “Fisherface Method” is proposed [6]. In this method the
image is reduced to N − c dimensional space using princi-
pal components, so that SW is nonsingular. Then using the
“Fisher Linear Discrimination” described above the dimen-
sion can be reduced to c − 1 or lower dimensional space.

Wopt = WpcaWfld (5)

where
Wpca = arg max

W
|WT ST W |

Wfld = arg max
W

|WT WT
pcaSBWpcaW |

|WT WT
pcaSW WpcaW |

The correct classification performance of this technique
is 99.4% under variations in lighting, facial expressions and
accessories. The performance of “Eigenface Method” on
the same database is only 80%.

2.4. Hidden Markov Model

Hidden Markov Models are used extensively for speech pro-
cessing, where data is one dimensional. To overcome the
high computational cost of fully connected two dimensional
hidden markov model, multi-model representations are pro-
posed and used for character recognition.

One dimensional hidden markov model for face identi-
fication is also proposed [10]. In this scheme, each face is
assumed to be in an upright, frontal position. Images can
be converted into one dimensional temporal sequences or
one dimensional spatial sequences. Spatial sequences were
preferred, where features will occur in a predictable order.
This ordering suggests the use of a top-bottom model, where
only transitions between adjacent states in a top to bottom
manner are allowed.



In this method, faces in the training set are sampled us-
ing a sliding window, from top to down with some overlap.
These samples are fed to left-to-right HMM. For each face,
HMM parameters are calculated.

λ(i) = (A, B, π) 1 ≤ i ≤ N (6)

where N is the number of faces in the training set, A is the
transition probability matrix, B is the observation probabil-
ity matrix, and π is the initial state distributions.

Matrix A measures the probability of going from one fa-
cial band to another. After training, Ak will contain the tran-
sition probabilities from one facial band to another across
the face and the thickness of the various bands. Matrix B
measures the probability of observing a feature vector, given
that we are looking at a particular facial band. After training
Bk will contain feature vector distributions for each face in
the database. π will not provide any discriminating infor-
mation, because all observations start from top.

To identify a test face, it is sampled using the same win-
dow used in training and converted to one dimensional ob-
servation sequence, O. It is identified as k th person if

k = arg max
i

P (O|λ(i)) 1 ≤ i ≤ N (7)

There are three HMM parameters which affect the per-
formance of the model; number of HMM states, the height
of sampling window, and amount of overlap during sam-
pling. Number of HMM states determines the number of
features used to characterize the face. The height of the
sampling window determines the size of the features that
the model extracts and the overlap determines how likely
feature alignment is and it is expected that a large overlap
would increase the likelihood of preserving the alignment.

It has been seen that large overlap in the sampling re-
sults in better recognition performances, and as the overlap
becomes noticeable the effect of window height is limited.
Also best results are obtained with four or more states [10].
The performance of this technique is reported as 84% in
a small face database, consisting of 24 individuals. It is
also stated that “Eigenface” method performs 73% correct
recogniton on the same database [10].

2.5. Matching Pursuit Filters

The original matching pursuit idea of Mallat and Zhang
[2] uses a greedy heuristic to iteratively construct a best-
adapted decomposition of a function f on R. The algorithm
works by choosing at each iteration i the wavelet g in the
dictionary D that has maximal projections onto residue of
f . The best-adapted decomposition is selected by the fol-
lowing greedy strategy. Let R0f = f ; then gi is chosen
such that

|〈Rif, gi〉| = max
gεD

|〈Rif, gi〉| (8)

where
Ri+1f = Rif − 〈Rif, gi〉gi

for i ≥ 1
Each wavelet in the expansion is selected by maximiz-

ing the right hand term in (8). This equation allows for an
expansion based on a single function, and minimizes the re-
construction error.

Matching pursuit filters can also be applied to pattern
recognition [1]. To extend the technique from one dimen-
sional function decomposition to two dimensional pattern
recogniton

• A dictionary of two dimensional wavelets are used.

• Instead of minimizing reconstruction error, a problem
specific cost function, Cg is minimized in (6). Filters
are designed to encode the similarities of the faces in
the training set. Therefore Cg is chosen such that co-
efficients of the features cluster. On the other hand,
filters for face recognition are designed to encode the
differences among the faces in training set. The cost
function for face recognition is chosen such that it se-
lects the coefficients that discriminate the features of
the individuals.

This algorithm does not optimize a global cost function
for the selection of wavelet functions, but uses a greedy al-
gorithm, which chooses the next wavelet in the expansion
by minimizing a cost function. The designed filters will cap-
ture both local and global features, which contrasts with lin-
ear parametric discrimination methods, where face images
are treated as vectors, and the representation is global.

Performance of the “Matching Pursuit Filters” using five
facial features is 95.4%, where the database consists of 311
individuals [1].

3. COMPRESSION SCHEMES AND CODING
ARTIFACTS

The following three methodologies seem to form a fairly
representative set of compression techniques:

• Vector Quantization : This scheme is especially inter-
esting because VQ can be made to incorporate certain
low-level image processing tasks and the coding task
can be coupled with classification performance [8].

• JPEG is included since at present it seems to be the
industry standard, despite an increasing number of
close competitors [8].



• The subband based schemes seem to be the closest
competitor to JPEG. We have chosen the SPIHT algo-
rithm which exploits the embedded zero three coding
concept [7, 8].

All these schemes incur into certain artifacts at low bit
rates, such as blocking, blurring, edge busyness or staircase
effect, loss of detail, shading gradations, ringing etc. For
example block-based schemes like VQ and JPEG incur into
unpleasant blocking artifacts and staircasing of edges. Sub-
band coding schemes on the other hand cause ringing arti-
facts and blurring.

4. EXPERIMENTAL RESULTS
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Figure 1: Scatter of face classes on the two principal com-
ponents without compression

The lossy compression schemes cause the loss of dis-
criminating information of face images. It can be seen from
the comparision of Fig 1 and Fig 2, that compressed face im-
ages cause the corresponding feature space to shrink. This
shrinking means that discrimination and recognition perfor-
mance is degraded.
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Figure 2: Scatter of face classes on the two principal com-
ponents after compression with VQ
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Figure 3: Recognition performance with faces compressed
using VQ
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Figure 4: Recognition performance with faces compressed
using JPEG

The main result from these experiments is that the face
images can be compressed using any of the stated com-
pression schemes down to 0.4 bit/pixel without a significant
information loss. Fig 3 and Fig 4 show, respectively, the
correct recognition percentage as a function of compression
rate, using the vector quantization and JPEG algorithms. In
Fig 5, the performance of the SPIHT algorithm is shown,
where one can compress the images down to 0.2 bit/pixel
before reaching the breakdown point. In this sence SPIHT
algorithm outperforms JPEG and VQ. In these plots one can
also observe that, there is a difference of few percentage
points between operating with eigenfaces obtained from the
original face images and with eigenfaces from their com-
pressed versions.

Using “distance from face space” metric [4] - which is
a measure of faceness of images - we explore how these
compression schemes preserve the discriminating features
of the compressed faces. From Fig 6, SPIHT was again the
best algorithm that preserves the features of faces.
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Figure 5: Recognition performance with faces compressed
using SPIHT
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Figure 6: Faceness of the images with compression mea-
sured using dffs metric

5. CONCLUSION

Large face archieves need to be maintained in compressed
form. We have determined that face images can be com-
pressed down to 0.2 bit/pixel (a ratio of 40:1) rates with-
out any major deterioration in recognition performance us-
ing “Eigenface” technique. The subband coding algorithm
(SPIHT) proves to be the most robust scheme among the
three compression methods investigated.

In this study, we have witnessed that multiresolution
type compression schemes caused the least deterioration to
the recognition performance of eigenface-based methods.
Therefore we conjecture that, to couple a multiresolution
compression scheme with a multiresolution recognition tech-
nique will prove beneficial. The specific recognition algo-
rithm we intend to explore is the ”Matching Pursuit Filters”
applied to face identification problem [1]. This is a nonlin-
ear and nonparametric technique, which is based on adap-
tive wavelet expansion.
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