
MAT 281E – Linear Algebra and Applications
Fall 2012

Instructor : İlker Bayram
EEB 1103
ibayram@itu.edu.tr

Class Meets : 13.30 – 16.30, Friday
EEB 5202

Office Hours : 10.00 – 12.00, Friday

Textbook : G. Strang, ‘Introduction to Linear Algebra’, 4th Edition, Wellesley Cambridge.

Grading : 2 Quizzes (15% each), Midterm Exam (30%), Final (40%).

Webpage : http://ninova.itu.edu.tr/Ders/1039/Sinif/6402

Tentative Course Outline

• Solving Linear Equations via Elimination

Linear system of equations, elimination, LU Decomposition, Inverses

• Vector Spaces

The four fundamental subspaces, solving Ax = b, rank, dimension.

• Orthogonality

Orthogonality, projection, least squares, Gram-Schmidt orthogonalization.

• Determinants

• Eigenvalues and Eigenvectors

Eigenvalues, eigenvectors, diagonalization, application to difference equations, symmetric ma-
trices, positive definite matrices, iterative splitting methods for solving linear systems, singular
value decomposition.



MAT 281E – Homework 1

05.10.2012

1. Consider the linear system of equations[
2 3
3 a

] [
x
y

]
=

[
4
b

]
.

(a) Find a pair (a, b) so that the system has a unique solution.

(b) Find a pair (a, b) so that the system has no solutions.

(c) Find a pair (a, b) so that the system has infinitely many solutions.

2. Consider the linear system of equations
3 −3 2 0
−3 3 1 −3
−15 10 −10 −3
−12 17 −2 −4



x1

x2

x3

x4


︸ ︷︷ ︸

x

=


6
0

−19
−21

 .

Solve for x using Gaussian elimination and back-substitution.

3. Suppose A is an n× n matrix with inverse A−1. Using A, we form the 2n× 2n matrix C as,

C =

[
A A
A A

]
Is C invertible? If so, find the inverse. If not, explain why not.

4. (a) Consider the matrix M =

[
1 a
0 1

]
. Find M−1 using the Gauss-Jordan procedure.

(b) Let A be an n × n matrix. Also, let I denote the n × n identity matrix. Using A and I we
form the 2n× 2n matrix C as,

C =

[
I A
0 I

]
Is C invertible? If so, find the inverse. If not, explain why not.







MAT 281E – Homework 2

12.10.2012

1. A student was asked to compute the inverse of A by Gauss-Jordan elimination. She formed the
augmented matrix and started elimination. Below is the augmented step she reached at an inter-
mediate step.1 2 0 1 0 0

0 −3 6 −4 1 0
0 0 7 −4 1 1

 .

Find A.

2. Suppose A and B are invertible matrices. Assume also that all of their rows sum to 1. Suppose we
form a new matrix as C = A−B. Is C invertible? If so, find its inverse in terms of A−1 and B−1.
If not, explain why not.

3. Suppose X A = B, where

A =

[
1 −2
−1 1

]
, B =

[
1 −3
1 −4

]
.

Find X.

4. Find the LU decomposition of

A =

a a a
a b b
a b c

 .

Under what conditions (on a, b, c) is A invertible?

5. Write down a square matrix and find its LU decomposition. If invertible, find its inverse.







MAT 281E – Homework 3

02.11.2012

1. Let A be a matrix with rank 1. We are given four vectors from the nullspace of A as,a1
0

 ,
b0

1

 ,
5

1
2

 ,
4

2
1

 .
(a) Find a and b.

(b) If the first column of A is

[
2
3

]
, determine A.

2. Let A be a matrix with rank 2. Also, let y be a vector in the column space of A. We are given
three solutions from the solution set of Ax = y as,2

1
0

 ,
3

2
1

 ,
1
a
b

 .
Find a and b.

3. Consider the planes P1, P2 in R3, described by the equations

2x1 + x2 − x3 = 1,(P1)

x2 = 3x3.(P2)

Let the set of intersection of these planes be called S. Notice that S is actually a line. Find a
matrix A and a vector b such that the solution set of Ax = b is S.

4. Let S be the line in R3 described as the set of points of the form1
2
0

+ α

 2
−1
1

 ,
where α ∈ R. Find a matrix A and a vector b such that the solution set of Ax = b is S.







MAT 281E – Homework 4

30.11.2012

1. Let ` be the intersection of the planes

x1 − x2 + x3 = 1,(P1)

x1 + x2 − 2x3 = 2.(P2)

Find the closest point of ` to y =

 1
0
−1

.
2. Let S be the set of vectors described as 1

−2
−1

+ α

11
2

 ,

where α is a real number. Find the closest point of S to y =

12
0

.
3. Let A be a matrix given as

A =

1 2 1
2 4 2
1 1 0

 .
(a) Find the projection matrix that projects any vector onto C(A), the column space of A.

(b) Find the projection matrix that projects any vector onto N(A), the nullspace of A.

4. Suppose S and V are subspaces of Rn and S ⊂ V . Show that V ⊥ ⊂ S⊥.

5. Consider a linear system of equations as Ax = b. Let S denote the (non-empty) solution set of
this system. Also, let P denote the projection operator onto N(A). Finally, suppose x0 ∈ S – i.e.,
x0 is a solution of the given system. Find a function f(z), in terms of P and x0, that maps the
vector z to the vector in S that is closest to z.









MAT 281E – Homework 5

28.12.2012

1. Let A be a 3× 3 matrix with three eigenvalues, λ1, λ2, λ3. Suppose also that the eigenvalues are
distinct (i.e., λ1 6= λ2, λ2 6= λ3, λ1 6= λ3). Also, let x1, x2, x3 be the associated eigenvectors. Show
that x1, x2, x3 are linearly independent.

2. Consider the matrix

A2 =

[
a b
1 0

]
.

In order to find the eigenvalues for this matrix, we know that we can look for the roots of |A −
λ I|. For matrices in this special form (notice that incidence matrices derived from difference

equations are of this form), an alternative is the following. Suppose
[
x1 x2

]T
is an eigenvector

with eigenvalue λ. In that case, we should have,

A2

[
x1
x2

]
=

[
a x1 + b x2

x1

]
=

[
λx1
λx2

]
The second line in the last equality says that x1 = λx2. Plugging this into the first equality,

a x1 + b x2 = λx1,

we obtain,

a λx2 + b x2 = λ2 x2.

Dividing by x2, we get

λ2 − a λ− b = 0.

(a) Suppose we solve for the roots of the last equation to obtain an eigenvalue λ∗. Find an
eigenvector associated with this eigenvalue.

(b) Consider the matrix

A3 =

a b c
1 0 0
0 1 0

 .
By generalizing the procedure outlined above for the 2×2 case, find a polynomial, whose roots
give the eigenvalues of A3.

3. Consider the linear difference equation

yn =
1

2
yn−1 +

1

4
yn−2 +

1

4
yn−3,

which is valid for n ≥ 3.

(a) Define the vector un =
[
yn yn−1 yn−2

]T
. Find the incidence matrix A which links un to

un−1 through un = AUn−1.

(b) Observe that if yn = α for all n ≥ 0 (i.e., if yn is constant for all n), then it satisfies the
difference equation above. What does this imply about the incidence matrix?







MAT 281E, Fall 2012, Quiz 1

Student Name :

Student Num. :

1. Consider the linear system of equations :0 1 1
1 2 4
2 −2 4


︸ ︷︷ ︸

A

x1

x2

x3


︸ ︷︷ ︸

x

=

 1
2
−6


︸ ︷︷ ︸

b

Solve for x using elimination and back-substitution. Use the augmented matrix
[
A b

]
. Show

your steps clearly.

2. Let

A =

1 −1 2
2 1 7
0 12 8

 .

Find a lower triangular matrix L and an upper triangular matrix U such that A = LU .



MAT 281E – Linear Algebra and Applications

Midterm Examination

23.11.2012

Student Name :

Student Num. :

5 Questions, 120 Minutes

1. We are given the equation(25 pts)

x1

[
2 0 1

]
+ x2

[
4 1 5

]
+ x3

[
1 3 1

]
=

[
1 2 −2

]
,

where x1, x2, x3 are real numbers. Find x1, x2, x3.

2. Consider the system of equations Ax = b, where,(25 pts)

A =

 1 −1 3 0 1

−1 1 −2 1 −1

2 −2 5 1 0

 , b =

−3

1

−4

 .
(a) Find a basis for N(A), the nullspace of A.

(b) What are the dimensions of the row space (i.e. C(AT )) and the left-nullspace of A

(i.e. N(AT ))?

(c) Describe the solution set of Ax = b.

3. Consider the plane P , in R3, described by the equation(20 pts)

x1 − 2x2 + 3x3 = 0.

Note that this is a subspace of R3. Notice also that

z =

12
1


is in the plane P . Find another vector y, in the plane P , that is orthogonal to z.



4. Let A be a matrix given as(15 pts)

A =

1 0 3

2 1 0

4 1 6

 .
Find a real number α, so that,4α

3


is in the column space of A.

5. Let A be a matrix given as(15 pts)

A =

1 −1 1

2 −1 3

1 3 5

 .
Find a vector x that is not in the column space of A.



MAT 281E, Fall 2012, Quiz 2

Student Name :

Student Num. :

1. Let S be the set of vectors described as2
0
0

 + α1

1
1
0

 + α2

 1
0
−1



where α1 and α2 are real numbers. Find the closest point of S to y =

1
1
1

.

2. Let A be a matrix whose columns are not linearly independent. Also, let b be a vector,
that is not in C(A) (i.e., the column space of A). Suppose also that z is another vector
for which AT Az = AT b.

(a) What is the closest vector in C(A) to b? Express it in terms of A, b and/or z.

(b) Let P be the projection matrix onto C(A). Also, let Q be the projection matrix onto
the left nullspace of A, i.e. N(AT ). Express ‘(P −Q) b’ in terms of A, b and/or z.

Please briefly explain your answers for full credit.



MAT 281E – Linear Algebra and Applications

Final Examination

09.01.2013

Student Name :

Student Num. :

5 Questions, 120 Minutes

Please Show Your Work!

1. Consider the system of equations(25 pts)

1 2 1 3

1 3 −1 2

2 1 −1 0


︸ ︷︷ ︸

A


x1
x2
x3
x4


︸ ︷︷ ︸

x

=

 1

−4

−1


︸ ︷︷ ︸

b

.

(a) Describe the solution set of Ax = b.

(b) Write down a basis for the nullspace of A.

(c) What is the rank of A? What are the dimensions of the four fundamental subspaces,

N(A), C(A), N(AT ), C(AT )?

2. Let V be the subspace of R3 spanned by the vectors v1 and v2, where(20 pts)

v1 =

11
1

 , v2 =

11
0

 .

(a) Find a vector that is orthogonal to both v1 and v2.

(b) Let V ⊥ denote the set of all vectors that are orthogonal to V . Notice that V ⊥ is a

subspace. Find a basis for V ⊥.

(c) Let S be the subspace of R3 spanned by

s1 =

21
1

 , s2 =

12
1

 .

Find a non-zero vector z that lies in both S and V .



3. Let P be a plane in R3. Suppose we are given three points on P as(15 pts)

p1 =

 3

−1

1

 , p2 =

 2

−2

0

 , p3 =

 1

−3

−1

 .

Find the point on P that is closest to the origin.

4. Consider the vectors(20 pts)

v1 =


1

1

1

1

 , v2 =


2

2

0

0

 , v3 =


1

−1

3

1

 .

(a) Find the projection of v2 onto the space spanned by v1.

(b) Find two orthogonal, unit norm vectors z1, z2 that span the same space as v1 and v2.

(c) Find three orthogonal, unit norm vectors z1, z2, z3 that span the same space as v1,

v2 and v3.

5. Let A be a matrix with eigenvalues 1, 1/2, and associated eigenvectors(20 pts)

e1 =

[
1

1

]
, e2 =

[
1

2

]
.

(a) Write down the eigenvalues and eigenvectors of A10.

(b) Compute A10 v, where v =

[
(29 − 1)

(210 − 1)

]
.

(c) Find A.


