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ABSTRACT 
     Cognitive robotics aims to merge the modelling studies in neuroscience with robotics to find solutions to real-time, real world challenging problems. So, inspired by models of basal 
ganglia circuits proposed for action selection and decision making, an implementation of such a model on a mobile robot is realized. A computational basal ganglia-thalamus-cortex 
(BTC) model proposed for decision making task is utilized on a mobile robot to realize foraging task. We focused on implementing the model to a robot which has a limited sensory 
ability to show the applicability of a simple biologically plausible model in real world problem. The environmental data, which has been taken by robot’s sensors, are processed by BTC 
and using reinforcement learning rules embedded with BTC model, robot is urged to learn to make correct choices in a changing environment. 
 

Cortex (Ctx), striatum (Str), globus pallidus external (GPe), 
subthalamic nucleus (Stn), globus pallidus internal (GPi) and 
thalamus (Thl) form the BTC circuits and since the work of 
Alexander in 1990 the role of these circuits in cognitive 
processes are investigated throughly in neuroscience. The 
connection between these structures in forming the circuit 
is given in Figure 1 and the Equations defining the dynamical 
process is given in Equation 1. The decions on actions 
emerge as the solution of  a set of difference equations and 
the action selected is determined as the response of Ctx  
component. The evaluation of the selected action is realized 
according to the reinforcement rules given in Equation 2, 
where V and δ defines the value function andexpectation 
error, respectively.  With updating the value function and 
association build  between the stimulus and action selected, 
learning process is completed. 

Robot observes the  external world with its Distance 
Measurement Sensor (DMS) and its Infrared Sensor (IR). Robot 
uses DMS to detect an object  at its front side and to calculate the 
object’s size. IR detects possible nest which is seen as a black 
band at the picture. The sensor values are first normalized to [0,1] 
range and then it is scaled by Pcycle, Pgrip, Pnest functions seen 
below. 

Equations of BTC Circuit 
𝑆 𝑘 = 𝑊𝑐 ∗ 𝐼 𝑘  

 𝐶𝑡𝑥(𝑘 + 1) = 𝑓(𝜆𝐶𝑡𝑥(𝑘) + 𝑇ℎ𝑙(𝑘) + 𝑆(𝑘)) 

𝑆𝑡𝑟 𝑘 + 1 = 𝑊𝑟𝑓 𝐶𝑡𝑥 𝑘  

𝐺𝑃𝑒(𝑘 + 1) = 𝑓(−𝑆𝑡𝑟(𝑘)) 
𝑆𝑡𝑛(𝑘 + 1) = 𝑓(𝐶𝑡𝑥(𝑘) − 𝐺𝑃𝑒(𝑘))  

𝐺𝑃𝑖(𝑘 + 1) = 𝑓(𝑊𝑑𝑆𝑡𝑛(𝑘) − 𝑆𝑡𝑟(𝑘)) 
𝑇ℎ𝑙(𝑘 + 1) = 𝑓(𝐶𝑡𝑥(𝑘) − 𝐺𝑃𝑖(𝑘)) 

 
 Reinforcement Learning Rules 

𝑉(𝑘 + 1) = 𝑊𝑣(𝑘)𝑆(𝑘)  
𝛿𝑐(𝑘 + 1) = 𝑟𝑐 + 𝜇𝑉(𝑘 + 1) − 𝑉(𝑘) 

𝑊𝑣(𝑘 + 1) = 𝑊𝑣(𝑘) + 𝜂𝑐𝛿𝑐(𝑘 + 1)𝑆(𝑘) 
𝑊𝑐(𝑘 + 1) = 𝑊𝑐(𝑘) + 𝜂𝑐𝛿𝑐(𝑘 + 1)𝐶𝑡𝑥(𝑘)𝑆(𝑘) 
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Test # of steps  Wc11 Wc22 Wc33 Wr11 Wr22 Wr33 

Test1 3601 0.1201 0.875 0.3764 0.1 0.2641 0.1 Random normal initial parameter values 

Test2 7077 0.1001 0.675 0.2243 0.1 0.2641 0.1 The values of Wc are decreased  

Test3 869 0.1201 0.875 0.3764 0.9 0.2641 0.1 The value of Wr11 (Dopamine level) is increased 

Test4 1041 0.5250 0.1503 0.6920 0.1 0.2641 0.1 Initials are set to the values after learning 

Figure 2: Mobile robot and its environment 
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Sketches of Test 4 

In Test 1, initials of Wc 
parameters, which 
help robot to 
comprehend 
environment, are 
randomly defined. 
After several trials 
robot learns to select 
the right action as 
error decreases to 
zero. Motion shows 
which action robot is  
realizing at that time. 
Ctx values shows that 
the action is selected if 
related Ctx value is 
over 0.67.  
In Test 2,  the initial 
values of Wc are 
decreased. Robot 
learns in this test. 
However, the learning 
time is longer and 
robot has to make 
more trials. 

In Test 3, Wr, which 
represents dopamine 
level, is changed. Even 
the errors are low, 
robot cannot selects 
right action*. Robot 
encounters with a food 
after 150th step, but it 
doesn’t react to it 
because of Wr**. After 
encountering a nest at 
the 500th step, robot 
tries to select two 
action at a time, which 
is not possible***. And 
it begins to oscillate 
between the actions.  
In Test 4, the initials of 
Wc’s are the values 
that after learning is  
accomplished. Robot 
selects the right 
actions without trials. 
Meanwhile, the 
motion sketch is 
parallel to the Ctx 
sketches****. 

* 

** 

*** 

**** 

As conclusion, the model is compatible with a 
robot which has limited sensory properties. The 
robot is able to complete the foraging task 
depending on the parameters of the model. 


