The Question

For a given data set, how can we learn a block-
sparsifying dictionary (and block structure)?

Introduction

Sparse representation algorithms approximate the
signal vector as a linear combination of a small se-
lection from the atoms constituting the dictionary.
A related concern is the design of a dictionary which
results in efficient sparse representations for a given
set of signal vectors. Dictionary learning algorithms
(DLASs) try to deduce from given data a dictionary
which is optimally suitable for sparse representation
of the data. Recently there are attempts at dic-
tionary learning with a block sparse signal structure
assumption. In block-sparse dictionary design, a dic-
tionary and corresponding block structure should be
learned. In [1] such a framework where both dictio-
nary and block structure are learned side by side is
provided.

The Solution

In a recent work, we developed a method for
block structure identification that permitted use
of diverse proximity measures between blocks
and also the use of clustering techniques from
literature [2|. In this paper we further develop a
least-squares based framework for block-sparse
dictionary learning, where the block structure i-
dentification method is used as a sub-step. The
online variant of this novel block-sparse dictio-
nary learning framework is also be provided.

Block-Sparse Signal Representation

The distribution of dictionary atoms to blocks can
be given by an assignment vector I' € R®. The set
of the indices of atoms included in the ;% block of
T will be denoted by !, where the size of block j
will be denoted as the cardinality Qﬂ
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A vector w is said to be block k-sparse over I', if
its non-zero components occur in only k£ of the
total B blocks, hence if ||w||r = |lw|5, = k. A
noise-free formulation for the block-sparse signal
representation problem of signal vector & over a
dictionary D and block structure I' can be given
as follows.

A

w = argmin||w|r s.t. € = Dw (1)

Dictionary Learning Problem
Formulation

We consider the problem of learning a block-
sparsifying dictionary and the corresponding block
structure pair for a given data set. We formulate
the block-sparsifying dictionary learning problem us-
ing the following optimization over a block-sparsity
regularized cost function for the given data set.

DI W —

s.t. \Qﬂ <s,Vj €T (2)
Here, X = {x,}), € RYY and W =
fw,}_, € R are the time concatenated da-
ta matrix and the corresponding time concatenat-
A block-
sparsifying dictionary design optimization problem
similar to (2) has been introduced in [1].

A N
(D, W} = arg guin {| X~DW/[}+7 3w, r|

ed representation matrix, respectively.

Learning the Block-Sparsifying
Dictionary and Block Structure Pair

We propose an algorithm for the approximate solu-
tion of the non-convex optimization problem given
in (2). We apply the block coordinate descent ap-
proach where the objective function is minimized
with respect to a single variable with the other vari-
ables being held constant. In (2) we have the block-
structure vector I' as a third variable. Therefore we
propose the following three-step algorithm which re-
alizes an optimization procedure, where each step
performs a minimization over a single variable with
the other two held constant. Different from the two-
step algorithm of [1], here are three steps each sim-
plified to optimizations over a single variable.

Block-Sparsifying Dictionary Learning with Block
Structure |dentification

Input: Data record of length IV,

X = {x,}*_,. Some a priori information on
the block structure. We assume maximal block
size Is glven as S.

. B r A — 1 —_ 2
Goal: {D, T, W} = arg iy {|X — DWI;

+vZ;€Vlean} S.t. |Qﬂ <s,Vjel.

- Initialize the dictionary, possibly as
D =Xy = {a’:n},ﬁ(:l.
- for::=1,2,...do
forn:=1,2,..., N do
representation step

> Iteration
> batch sparse

w, = argmin||x,, — D!

end for
. | ) .
T — ArgImin SN wa||r st Q2| <
s,7€l. > block structure identification

forn:.=1,2,..., N do > batch block
sparse representation step

w3+ 7]lwl;

n

wf) = axgajn I}z, — Dw] + o]l |

end for
D — XW
- end for

> dictionary update
> end of iteration

The block-sparsifying dictionary learning algorithm
as introduced in Alg. 1 works in the batch mode,
using the entire data set in each iteration. Online
dictionary learning algorithms have also been pro-
posed [3]. These online algorithms draw one single
data vector (or a mini-batch) at each time itera-
tion from the data set and update the dictionary
using the innovation gathered from this single vec-
tor (or mini-batch). In this section we propose an
online RLS version for Alg. 1. We replace the batch
sparse representation, batch block-sparse represen-
tation and the batch dictionary update steps of Alg.
1 with their online counterparts. Alg. 2 outlines the
complete new online block-sparse dictionary learning
algorithm.

Online RLS based Block-Sparsifying Dictionary
Learning Algorithm (Block-RLS-DLA)

1: Initialize the dictionary, possibly as
0
DY = Xg = {a, }L,.
cfori:=1,2,...do
D' =D\ Y C, =1y
fori:=1,2,...,Ndo > time iteration
w; = argmin|| 2, — D} wl[3 + v||w|,
> sparse representation

I's = arngin{Zle\ ﬁ’anI‘}

s.1. \Qﬂ <s,7 €I > block structure ident.

> 1teration
> initialization

w; = argmn |z — D wl + 5wl ) >

block-sparse representation

T — Xt — D,@lfwt, C*t_ll — )\_1Ct_1

14+ wiu
T

uw=C% 1wy, a=

C;,=0C; | —auu
Dgi) = Dy_)l + aru’
end for
- end for

> RLS update

> end of time iteration
> end of iteration

Simulations
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Figure 1: Dictionary learning performance of the various algo-
rithms under different SNR scenarios.
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