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ABSTRACT

We introduce an image denoising algorithm which utilizes a novel online dictionary learning pro-
cedure together with patch ordering. The developed algorithm employs both the non-local image
processing power of patch ordering and the sequential patch-based update of online dictionary learn-
ing. The patch ordering process exploits the similarities between patches of a given image which
are extracted from different locations. Joint processing of the ordered set of image patches facilitates
the non-local image processing ability of the algorithm. The algorithm starts with the extraction of
a maximally overlapped set of patches from the given noisy image. Then, the extracted patches are
reordered by using a distance measure, and the 3D ordered patch cube is formed. The ordered patch
cube is used sequentially to update an overcomplete dictionary. In each iteration, firstly the present
patch is denoised using sparse coding over the current overcomplete dictionary. Secondly, the over-
complete dictionary is updated using the current image patch, and the dictionary is passed to the next
iteration. We call this process as “on the fly denoising”, because each patch is individually denoised
using an instantaneously updated overcomplete dictionary. Patch ordering together with online dic-
tionary learning ensures that the dictionary is adapted to different neighborhoods of patches in the
patch cube. This adaptation of the dictionary to specialized local patch structures in the patch cube
promises improved denoising performance when compared to dictionary learning algorithms devoid
of such adaptation. Simulation results indicate that the introduced online method presents improved
denoising performance in comparison to both online and batch dictionary learning algorithms from
the literature while maintaining similar computational complexity.

1. Introduction
In recent years, the patch based image processing which

operate the small parts of the handled image has been a pop-
ular research area because of increasing the performance via
utilizing the self-similarity property of the natural images.
Plenty of patch based image processing approaches have been
proposed (Tomasi and Manduchi, 1998; Yaroslavsky, 1985;
Buades et al., 2005; Awate and Whitaker, 2006; Ram et al.,
2013b; Dabov et al., 2007). Non-local patch based image
processingmethods have demonstrated significant performance
improvements due to joint processing of spatially distant but
similar image patches. In this regard there have been sev-
eral attempts at nonlocal image processing and especially
image denoising (Ram et al., 2013b; Dabov et al., 2007; Ram
et al., 2013a; Buades et al., 2005; Muresan and Parks, 2003;
Zhang et al., 2010). Since the most disturbing effect on im-
ages is noise, the image denoising is one of the most studied
subfield of image processing. Numerous image denoising
methods are proposed in the literature (Aharon et al., 2006;
Rubinstein et al., 2013; Eksioglu and Bayir, 2014a; Milan-
far, 2013; Colak and Eksioglu, 2019). Patch ordering is one
of the remarkable approaches to non-local processing (Ram
et al., 2013b). On the other hand, sparse signal representa-
tions and compressed sensing have formed another promi-
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nent front for image processing research. Sparse representa-
tion expresses a given signal as a linear combination from an
overcomplete (redundant) set of “basis functions” which are
known as atoms. The problem for the construction of the dic-
tionary is known as dictionary learning. Plenty of methods
have been suggested to learn overcomplete dictionaries (Ru-
binstein et al., 2013; Eksioglu and Bayir, 2014b,a; Aharon
et al., 2006; Ravishankar and Bresler, 2013; Yaghoobi et al.,
2013). The core aim of dictionary learning is to specifi-
cally train atoms which work well for sparse representation
of a given data set. Predefined, non-adaptive dictionaries
and basis sets such as redundant wavelet transforms were
the norm for signal representations for a long time (Mallat,
2008). However, recent works have shown that better re-
sults can be achieved using learned dictionaries, since they
are adapted to the specific data under consideration (Elad
and Aharon, 2006). Learned sparse models allow flexibility
to adjust the representation for different data sets.

Most of the previously listed methods which consider
dictionary learning problem are batch algorithms. These
methods use the entire data set as a batch for each iteration.
On the other hand there are online dictionary learning meth-
ods which have been proposed more recently (Skretting and
Engan, 2010; Mairal et al., 2009; Eksioglu, 2014). To pro-
cess the data set sequentially instead of using the entire data
set for each iteration is the main characteristic of online dic-
tionary learning methods. This idea enables us to update
the current dictionary estimate by processing only a small
subset (or an incoming part) of the data set. Online algo-
rithms are useful when the problem requires handling of very
large training data sets such as learning a dictionary adapted
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to small image patches. Online techniques form a very ef-
fective alternative to batch methods especially if the data
set contains a large number of images which corresponds to
several millions of extracted patches. The Recursive Least
Squares dictionary learning algorithm (RLS-DLA) Skretting
and Engan (2010) is one of the popular online dictionary
learning method that is derived from the of RLS algorithm
as utilized in adaptive filtering. Similar to the RLS algo-
rithm, the RLS-DLA iteratively updates the dictionary esti-
mate without any explicit matrix inversion by using the in-
novation extracted from the current data. Hence, RLS-DLA
provides reasonable computational complexity. RLS-DLA
can be utilized in numerous image processing problems, e.g.
image denoising as studied in Eksioglu (2014).

In this work we develop a new online image denoising al-
gorithmwhich employs patch ordering. We start with the ex-
traction of maximally overlapped patches of the given noisy
image. The 3D patch cube is obtained after sequential place-
ment of all extracted patches. By using a distance measure,
these patches are reordered in the 3D cube using according
to their similarities, in parallel with (Ram et al., 2013b). The
patches in the 3D patch cube are processed one by one to up-
date the current dictionary estimate. The current dictionary
estimate is also utilized to adaptively denoise the particular
patch under consideration. These two concurrent and itera-
tive steps lead to the novel online dictionary learning based
denoising algorithm. The patch ordering step employs non-
local processing to bring similar patches into spatial proxim-
ity, leading to dictionaries adapted to particular patch simi-
lar neighborhoods. According to the best of our knowledge,
this work presents a novel combination of patch ordering and
online dictionary learning for sparse representations. The
resulting algorithm is an original method for image denois-
ing which benefits from both nonlocal processing and online
sparse representations.

We can summarize the core steps of the proposed image
denoising algorithm for a given noisy image as follows:

Step 1. Patches of a certain size are extracted from the
image, and they are reordered to obtain an ordered 3D patch
cube.

Step 2. In an online setting, for every incoming patch a
suitable dictionary is formed from the current dictionary es-
timate by employing an online dictionary learning step. This
dictionary update is separated into two substeps as given
with Step 2a and Step 2b.

Step 2a. The sparse representation (or atom selection)
problem is solved using the current dictionary by applying a
sparse solver on the currently handled patch.

Step 2b. The current dictionary (for first patch this cor-
responds to the initial dictionary) is updated by only using
the sparse representation for the current patch in an online
manner.

Step 3. The denoising of the current patch is realized
by using the sparse coefficients obtained in Step 2a and the
current dictionary.

2. Proposed algorithm: On the Fly (OTF)
Denoising
We present a novel image denoising algorithm that uti-

lizes the patch ordering approach. In this work, the dic-
tionary is continuously updated for the given sequence of
patches, and the patches at hand are individually denoised
with the current dictionary.

The algorithm starts with the patch extraction process.
The patches of a given noisy image are extracted with max-
imally overlaps. The following step of the algorithm is the
patch ordering process. In this step the extracted patches
are reordered as a 3D cube according to a similarity metric
which is measured with a method based on Euclidean dis-
tance. In the main iteration of the algorithm these ordered
patches are handled one by one. Each patch in the 3D cube
is used to update the currently formed dictionary. To get the
innovation of the current patch a sparse coding method is
used. In the dictionary update stage, the innovation that is
gathered from the handled patch is inflicted to the current
dictionary to obtain the updated dictionary. Before starting
to the new iteration the final step is the denoising of the han-
dled patch by utilizing the current dictionary. These steps
are reiterated for each image patch in the 3D patch cube. At
the end of the last patch’s iteration the denoised versions of
all the image patches will be obtained. By locating these im-
age patches to the image canvas the entire denoised image is
generated.

To mathematically describe the algorithm we can start
with giving the corruption of an image with noise via a linear
equation as follows.

Y = X + N (1)

In equation (1), X ∈ ℝ
√

N×
√

N and Y ∈ ℝ
√

N×
√

N shows
the original image and the noisy image respectively. N is
additive independent and identically distributed white Gaus-
sian noise with zero mean and variance �2. The vectorized
image vector can be defined as y = vec(Y) ∈ ℝN . Here
vec(⋅) indicates an operator which transforms a given matrix
to a column stacked vector.

We extract overlapped patches of size
√

n×
√

n from the
noisy image as the initial step of our proposed algorithm.
As it is used generally, we set the extent of the overlap as
maximum in order to lead the best denoising results. Let we
define an image patch which corresponds to ith pixel of the
given image as Z̃i ∈ ℝ

√

n×
√

n. The vectorized form of the
patch Z̃i can be given as z̃i = vec(Z̃i) where the size of this
vectorized image patch z̃i is ℝn. By concatenating of all the
vectorized patches of the given image, we obtain the total
patch vector z̃.

By extending the edges of the given image and by setting
the extent of overlap for patches to unity, we can assign a
patch vector that is centered on each pixel of the given image.
As the result of this process the number of generated patches
is equalized to the total pixel number of the image. Therefore
if the size of the patches is set to

√

n ×
√

n, the size of the
generated total patch vector z̃ will beM = nN .
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Figure 1: Patch extraction from an image and reordering of
the extracted patches.

Once the maximally overlapped patches are extracted,
the next step is forming a 3D patch cube from these extracted
patches. We realize the reordering process by using a simi-
larity metric. There exist various measures to calculate simi-
larity of vectors in the literature. Among these we employed
the squared Euclidean distance method as also preferred in
(Ram et al., 2013b). Reordering the patches according to
their similarity allows us to employ the non-local process-
ing. Let Z̃i and Z̃j indicate the patch matrices of ith and
jth pixels respectively, then two patch vectors z̃i and z̃j cor-
respond to the vectorized versions of these patch matrices.
By using above notations the squared Euclidean distance is
given as follows.

w(z̃i, z̃j) = ‖z̃i − z̃j‖2 (2)

By reordering the patches according to the obtained order
from (2), we rearranged the patches with respect to their sim-
ilarity. We can define this new rearrangement as a special
permutation matrix Py ∈ ℝM×M , where Py has unit val-
ues occurring in diagonal blocks as described in (Ram et al.,
2013b). These permutation matrix includes the ordering in-
formation of the particular y image vector, hence the (⋅)y
subscript is added to denote this case. We can define the re-
ordered patch vector as z = Py z̃. On the other hand, we
can specify the total patch vector as the concatenation of the
individual patch vectors zi’s:

z = [zT1 , z
T
2 , ..., z

T
N ]T (3)

Finally we can define the patch extraction and reordering
processes together using a single operator as in (4), which
converts an input image to the reordered patch vector.

z =  (Y) (4)

The graphical expression of these patch extraction and
reordering can be given with Fig. 1.

As it is declared in the previous section the following step
of the proposed algorithm is the denoising of each patch by
employing a dictionary. For this purpose we initially use

a dictionary for denoising the first patch of the reordered
3D patch cube and for every patch we sequentially update
this dictionary. This problem can be solved by using vari-
ous methods. In this work we employ the online dictionary
learning paradigm of RLS-DLA algorithm.

2.1. RLS-DLA Algorithm
Various online dictionary learning based denoisingmeth-

ods have already been proposed in the literature. The re-
cursive least squares dictionary learning algorithm (RLS-
DLA) is employed in most of these methods. The RLS-DLA
which deals with the following problem (Skretting and En-
gan, 2010):

min
D,w

{‖Y − DW‖

2
F + 

N
∑

i=1
‖wi‖0} (5)

As in many work, RLS-DLA algorithm solves the above
minimization problem by splitting it into two parts which
starts with finding a suitable W by realizing the optimiza-
tion over the fixed D, and follows with updating D by utiliz-
ing fixed W. The first term of the solution of equation (5)
is sparse coding term. In this term, wi ∈ ℝK which is the
sparse coefficient vector of z̃i ∈ ℝn is found using the dic-
tionary Di−1 ∈ ℝn×K according to a sparseness constraint.
This problem can be solved by using various greedy algo-
rithms from the literature such as Basic Matching Pursuit
(BMP) (Mallat and Zhifeng Zhang, 1993), Matching Pursuit
(MP) (Cotter et al., 1999) and Orthogonal Matching Pursuit
(OMP) (Pati et al., 1993). These algorithms give an optimal
solution but not the exact solution. In this work we employed
the OMP method of Pati et al. (1993) which is one of the
most known greedy vector selection methods. The sparse
coding problem can be given as in (6).

wi = argmin
w

‖z̃i − Di−1w‖

2
2 + ‖w‖0 (6)

The instantaneous sparse coefficientmatrixWi is formed
by concatenating the obtained sparse coefficient vector wi
with the previous sparse coefficient matrix Wi−1 as in (7):

Wi = [Wi−1|wi] (7)

The update approach of the RLS-DLA algorithm which
calculates Wi from Wi−1, is generated by utilizing the rela-
tion between the successive sparse coefficient matrices with-
out any explicit matrix inversion. After the Wi is obtained,
the next step is to update the dictionary which is given as an
optimization problem in (8).

Di = argmin
D

‖Z̃(i) − DWi‖
2
F (8)

The solution to the above problem can be given as fol-
lows:

Di = Z̃(i)W
†
i (9)

Here, Z̃(i) indicates the concatenated data vectors up to
ith patch as Z̃(i) = [z̃1, z̃2, ..., z̃i]. In RLS-DLA algorithm
this process is repeated as an epoch iteration (a complete run
over the available training set).
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2.2. Proposed Algorithm : OTF
In our proposed image denoising algorithm we utilized

the RLS-DLA algorithm to update the initialized dictionary
which will be used for denoising of each patch of the ordered
3D patch cube. In RLS-DLA algorithm an initial dictionary
is updated by processing the patch vectors sequentially in a
nonordered alignment. We suggest that to employ the patch
ordering manner to the nonordered patches forces the dictio-
nary to be learned the local sections of the patch structure.
By considering zi ∈ ℝn represents the individual patches for
i = {1, 2, ..., N} in the reordered total patch vector z ∈ ℝM ,
the sparse coding and the dictionary update process can be
formalized as similar with the RLS-DLA:

wi = argmin
w

‖zi − Di−1w‖

2
2 + ‖w‖0 (10)

The second term of the solution is the dictionary update
step. After the sparse coefficient vector wi is obtained, the
current dictionary Di−1 is updated using the multistep ap-
proach of the RLS algorithm and as a result the updated dic-
tionary Di is obtained. The details of this dictionary update
step can be given as follows (Skretting and Engan, 2010):

Representation error computation ∶ r = zi − Di−1wi

Forgetting factor ∶ Ci−1 = �−1Ci−1
Vector update ∶ u = Ci−1wi

Scalar update ∶ � = 1
1 +wT

i u
Update C matrix ∶ Ci = Ci−1 − �uuT

Update the dictionary ∶ Di = Di−1 + �ruT

(11)

The steps given in (10) and (11) are similar with the
sparse coding step and the dictionary update step of the RLS-
DLA algorithm which are given with (6) and (8) respec-
tively. The denoised version of a patch is obtained by the
sparse representation of it namely utilizing the dictionary
and the sparse coefficient vector belongs to this patch.

In the proposed algorithm the reordered patches are pro-
cessed sequentially hence the learned dictionary is evolved
into a specific section of the patch structure where the stan-
dard algorithms that process the non-ordered data have to
sequentially deal with the patches which are not similar.

In the literature there are various methods to solve this
two-step problem. Batch methods such as Olshausen and
Field (1997); Aharon et al. (2006); Engan et al. (2007); Kreutz-
Delgado et al. (2003), find the sparse coefficient vector of
each patch using the same dictionary D. Hence, the total
sparse coefficient matrixW is obtained by concatenating the
individual sparse coefficient vectors together as given below.

W = [w1,w2…wN ] (12)

After that this process is repeated as an epoch iteration (a
complete run over the available training set). Therefore the

Algorithm 1 On the Fly Denoising using Patch Ordering -
OTF

Input: The noisy image Y, initial dictionary D0,
C0 = I(N×N) and forgetting factor �.

1: Obtain the image and total patch vectors y and z̃.
2: Reorder the patch vector: z = Py z̃.

(The total operation: z =  (Y)).
3: for i ∶= 1, 2,… , N do ⊳ patch iteration
4:

wi = argmin
w

‖zi − Di−1w‖

2
2 + ‖w‖0 ⊳ step 1

5:
r = zi − Di−1wi, Ci−1 = �−1Ci−1 ⊳ step 2
u = Ci−1wi, � = 1

1+wT
i u

Ci = Ci−1 − �uuT

Di = Di−1 + �ruT ⊳ dictionary update
ẑi = Di−1wi ⊳ denoising the handled patch

6: end for
7: Obtain the denoised patch vector: ẑ =

[ẑT1 , ẑ
T
2 , ..., ẑ

T
N ]T .

8: Obtain the denoised image: Ŷ =  ′(ẑ).

Output: The denoised image Ŷ.

common outline of batch methods can be summarized as:
after all sparse coefficient vectors are found using Di−1, the
new dictionaryDi is obtained by utilizingWi−1. On the con-
trary of batchmethods, online methods such as Skretting and
Engan (2010); Mairal et al. (2009); Eksioglu (2014), firstly
obtain the sparse coefficient vector wi of the handled patch
using an entire dictionary matrix Di−1 and recalculate the
previous sparse coefficient vectorWi−1 by concatenating the
vector wi and obtain Wi. Then the dictionary matrix is up-
dated by using the recalculated sparse coefficient vectorWi.
This process is repeated for every patch hence the final dic-
tionary is obtained after the last patch is processed. In some
works such as RLS-DLA Skretting and Engan (2010) this
process is repeated as an epoch iteration. In online meth-
ods the better convergence for the dictionary update is ob-
tained via evaluating the sparse coefficient vectors individ-
ually rather than a batch approach. In the online method of
Eksioglu (2014) a similar approach is utilized. In this work
we propose a novel online image denoising algorithm that
employs a different dictionary matrix and a different sparse
coefficient vector for denoising of each patch. We utilize
the obtained individual sparse coefficient vector wi to up-
date the dictionary Di−1. And concurrently we denoise the
related handled patch by employing this individual sparse
coefficient vector wi and the dictionary Di−1. As seen from
Algorithm 1 the sparse coefficient vectors of each patch in
the generated 3D patch cube are obtained from different dic-
tionary matrices. These dictionary matrices are sequentially
updated versions of an initial dictionary D0. As a result, we
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Figure 2: The concurrent dictionary update and patch denois-
ing process.

are continuously updating the dictionary for the given se-
quence of patches, and we individually denoise the patches
with the current dictionary. The denoising of the current
patch could be done by utilizing the newly updated dictio-
nary with the corresponding sparse coefficient vector which
can be obtained by employing anOMP algorithm oncemore.
However we have not seen any additional advantage of this
operation to the denoising performance at our experiments.

In theAlgorithm 1 themain structure of our proposed ap-
proach is summarized with pseudo-codes. The main novelty
of this work is to use the patch ordering idea to strenghten
the learning performance of the dictionary via processing
the similar patches in a sequential order. On the other hand
it can be seen that the proposed algorithm has a remarkable
difference according to the exist image denoising methods in
the context of the structure of the denoising scheme. We can
summarize this structure as follows: the denoising of each
individual patch in the 3D patch cube is accomplished with
an adaptive dictionary that is updated in accordance with the
streaming data. In Fig. 2 this original structure of the algo-
rithm is portrayed.

All of the mentioned processes that starts with the given
image and ends up with the denoised image are given se-
quentially with block diagrams in Fig. 3.

3. Simulations
We give the natural image denoising performance of the

proposed "On the Fly (OTF) denoising" algorithm in this
section. We also study the effect of reordering the extracted
patches on the image denoising performance for this frame-
work, where the patches for the given image are reordered
according to a certain similarity metric. To emphasize the
importance of reordering, we give the image denoising per-
formance of the same setup without patch ordering. The
setup without patch ordering inherently corresponds to the
image denoising application of the RLS-DLA algorithm (Skret-
ting and Engan, 2010). Hence, we evaluate the effect of
employing patch ordering by comparing the results of the
newly introduced OTF denoising with RLS-DLA denoising.

We performed the implementations in Matlab on a system
which has a 2.4 GHz Intel Core i7 CPU, 8 GB RAM and
64-bit Windows 7 operating system.

We obtained the denoising results by realizing the algo-
rithms on the test images of the Set12 dataset (Zuo et al.,
2018) for various noise standard deviation levels. The used
natural images which are the members of the Set12 dataset
can be seen in Fig. 4.

To measure the image denoising performance of the dif-
ferentmethodswe utilize the peak-signal-to-noise ratio (PSNR
[dB]) and the structural similarity index measure (SSIM).
For a reference image X ∈ ℝM×N and a test image Y ∈
ℝM×N , the PSNRmetric is given as follows (Hore and Ziou,
2010).

PSNR(X,Y) = 10 log10

(

2552
MSE(X,Y)

)

(13)

Here, MSE(X,Y) = 1
MN

∑M
i=1

∑N
j=1(Xij − Yij)2, and 255

denotes the maximum intensity for the images.
Similarly the definition of the SSIM metric is given as

follows.

SSIM(X,Y) = l(X,Y)c(X,Y)s(X,Y) (14)

Here, l(X,Y), c(X,Y) and s(X,Y) functions measure the lu-
minance, contrast and structure closeness of the two images
respectively. One can find the detailed expressions for these
two image quality metrics in (Hore and Ziou, 2010).

In Fig. 5 we visualize the evolution of various atoms of
the dictionary. As it is denoted in the previous section, the
dictionary is updated by using the sparse coefficient vector of
the processed patches. Therefore the dictionary gets closer
to a structure that can construct the given image more accu-
rately by combining its atoms. We see the advantage of the
initial reordering of the patches by analyzing the atoms of
the dictionary which are locally adapted while the denoising
process is going on.

The image denoising results for the proposed OTF algo-
rithm and RLS-DLA algorithm are given with Table 1 and
Table 2. As we can see from these denoising results em-
ploying patch ordering idea to the extracted patches before
the denoising process increases the denoising performance.
All of the individual denoising results and the average results
show that OTF algorithm performs better than RLS-DLA al-
gorithm.

In addition Fig. 6, Fig. 7 and Fig. 8 depict the noisy
and original "butterfly", "house" and "peppers" images to-
gether with the denoised versions for the methods of OTF
and RLS-DLA at � = 10 noise level. Although there exist
obvious differences between the results of the two methods
with respect to the PSNRmetric, the resulting images are vi-
sually quite similar. Additionally we give the original, noisy
and denoised versions of these images for � = 25 noise level
with the zoomed local sections in Fig. 9, Fig. 10 and Fig.
11.
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Figure 3: Block diagram of the proposed method.

Table 1
PSNR results of different images and noise levels for the proposed method OTF and RLS-
DLA Skretting and Engan (2010).

� [dB]
image

method 1 2 3 4 5 6 7 8 9 10 11 12 Avgs.

10 RLS-DLA 33.21 35.67 33.74 32.72 33.18 32.69 33.02 35.51 34.27 33.60 33.52 33.53 33.72
OTF 33.45 36.06 34.09 32.95 33.52 32.83 33.06 35.60 34.36 33.69 33.60 33.59 33.90

15 RLS-DLA 31.09 34.04 31.80 30.52 31.03 30.50 30.79 33.73 32.31 31.72 31.49 31.48 31.71
OTF 31.34 34.28 32.10 30.73 31.40 30.64 30.94 33.75 32.41 31.75 31.51 31.52 31.86

20 RLS-DLA 29.72 32.85 30.41 29.02 29.54 29.04 29.33 32.39 30.76 30.33 30.10 30.04 30.29
OTF 29.88 33.12 30.62 29.16 29.87 29.20 29.50 32.37 30.83 30.34 30.10 30.06 30.42

25 RLS-DLA 28.64 31.77 29.34 27.81 28.38 27.94 28.29 31.31 29.52 29.26 29.05 28.88 29.18
OTF 28.79 32.00 29.46 27.96 28.65 28.07 28.40 31.28 29.51 29.28 29.05 28.91 29.28

35 RLS-DLA 27.04 30.01 27.71 26.05 26.63 26.30 26.79 29.65 27.58 27.65 27.53 27.09 27.50
OTF 27.18 30.10 27.84 26.11 26.85 26.40 26.81 29.60 27.53 27.67 27.55 27.10 27.56

50 RLS-DLA 25.35 27.88 25.83 24.11 24.78 24.41 25.13 27.75 25.33 25.93 25.95 25.24 25.64
OTF 25.49 27.95 25.90 24.16 24.88 24.53 25.14 27.71 25.28 25.94 25.96 25.26 25.68

75 RLS-DLA 23.15 25.17 23.37 21.97 22.31 22.02 23.16 25.73 22.90 23.96 24.29 23.51 23.46
OTF 23.13 25.27 23.48 21.99 22.42 22.05 23.18 25.72 22.82 24.00 24.29 23.55 23.49

Avgs. RLS-DLA 28.31 31.06 28.89 27.46 27.98 27.56 28.07 30.86 28.95 28.92 28.85 28.54 28.78
OTF 28.47 31.25 29.07 27.58 28.23 27.67 28.15 30.86 28.96 28.95 28.87 28.57 28.88

4. Conclusions
In this work, a new image denoising algorithm which

continuously updates the dictionary for the given sequence
of patches and individually denoises the patches with the in-
stantaneously updated dictionary is presented. The ’patch
ordering’ approach of non-local image processing literature
is combined with an online dictionary learning algorithm,
and as a result a new image denoising algorithm is devel-
oped. The natural image denoising performances of the RLS-
DLA and the proposed method are compared. The results

show that the proposed algorithm increases the denoising
performance by processing the image patches nonlocally by
using a similarity-based ordering rather than the natural spa-
tial local ordering.
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a) b) c)

Figure 5: Changes of some specific atoms at different stages. a) After 12 × 104 patches. b) After 20 × 104 patches. c) After
26 × 104 patches.

a) b) c) d)

Figure 6: Image denoising results for ’Butterfly’,at � = 10 noise level. a) Original image. b) Noisy image. c) Denoised image
using RLS-DLA (PSNR : 33.18 dB). d) Denoised image using OTF (PSNR : 33.52 dB).

a) b) c) d)

Figure 7: Image denoising results for ’House’,at � = 10 noise level. a) Original image. b) Noisy image. c) Denoised image using
RLS-DLA (PSNR : 35.67 dB). d) Denoised image using OTF (PSNR : 36.06 dB).

a) b) c) d)

Figure 8: Image denoising results for ’Peppers’,at � = 10 noise level. a) Original image. b) Noisy image. c) Denoised image
using RLS-DLA (PSNR : 33.74 dB). d) Denoised image using OTF (PSNR : 34.09 dB).
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a) b) c) d)

Figure 9: Image denoising results for ’Butterfly’,at � = 25 noise level. a) Original image. b) Noisy image. c) Denoised image
using RLS-DLA (PSNR : 28.38 dB). d) Denoised image using OTF (PSNR : 28.65 dB).

a) b) c) d)

Figure 10: Image denoising results for ’House’,at � = 25 noise level. a) Original image. b) Noisy image. c) Denoised image using
RLS-DLA (PSNR : 31.77 dB). d) Denoised image using OTF (PSNR : 32.00 dB).
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Figure 11: Image denoising results for ’Peppers’,at � = 25 noise level. a) Original image. b) Noisy image. c) Denoised image
using RLS-DLA (PSNR : 29.34 dB). d) Denoised image using OTF (PSNR : 29.46 dB).
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