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A TRANSMISSION MODEL FOR DIFFUSION BASED MOLECULAR
COMMUNICATION NANO NETWORKS

SUMMARY

Molecular communication has been an attractive topic for researchers afterthe
introduction of the nanoscale communications. Numerous potential applications of
nanonetworks make molecular communication even more appealing.These potential
applications range from biomedical applications, such as intelligent drug delivery
and health monitoring systems, to military and environmentalapplications such as air
pollution monitoring. Nanonetworks is a communication between nanodevices,
called nanomachines or molecular machine. A nanomachine can be definedas an
artificial device that relies on nanometer-scale components.Molecular
communication is one of the types of nanonetworks in which nanomachines are able
to sense, calculate, actuate and intercommunicate. Transmission, propagation and
reception are the three main stages to provide information exchange between sender
and receiver in molecular communication. Diffusion based molecular communication
that is an essential type of molecular communication, relies on propagation of
molecules between sender and receiver nodes through free diffusion. There are three
different phases in diffusion based molecular communication. The first phase is
named emission process. In this phase, the transmitter nanomachine or the sender
node emits particles into the medium. The second phase is composed of diffusion
process. In this part, emitted particles by the transmitter node are subject to Brownian
motion. Finally, the last phase, the reception process in which the receiver
nanomachine or receiving node absorb or capture all particles within its range.
Throughout this thesis, the harvester and receiver nodes have been considered as
absorbers that capture particles which are in contact with their range. For the
working operating environment is a bounded confined one, no particle escapes from
it. Furthermore, particles released by the transmitter node during transmission
process, circulate in the bounded operating environment and when a particle reaches

the edge or boundary of the working environment, it is bounced back into the

XXi



working environment. Therefore, the total number of particles within the bounded
operating environment remains unchanged along the time. The amount of particles to
be released by the transmitter node at a certain time t represents the input or the
signal of the model. Afterwards, the signal of the model propagates in the bounded
fluidic space via diffusion. In this work, the diffusion of particles is achieved via
random walk. Therefore, the propagation of particles between transmitter and
receiver nodes is uniquely accomplished via Brownian motion. Harvester nodes have
been assigned a limited harvesting capacity that cannot exceed a certain amount of
particles in order to investigate their impact upon the signal reception at the receiving
node. For example, if the harvesting node reservoir capacity is full, a new particle
reaching its range will result to hitting one particle from the harvester reservoir. A
particle has a kinetic energy along each axis, which is the half of the product of the
absolute temperature and Boltzmann’s constant. And also it has a mass and speed or
velocity that has been assumed to be unchanged and independent of time. The model
is to investigate the impact of the harvester nodes on signal reception at the receiver
node. The receiver node measures the concentration within its range, which is subject
to the signal strength. This thesis investigates how harvesting nodes can degrade the
signal strength of the receiver node in a confined space. The analytic expression of
the received signal at the receiver node has been drawn; the effects of the increasing
number of harvesting nodes and the harvesting rate have been discussed in this
work.Scientists in diffusion based molecular communication may use that analytic
expression proposed in this current paper when dealing with nanonetworks
composed of more than two receiving nodes. The signal received in terms of
concentrations at the receiver node has been approximated using finite difference
methods and the accuracy of each numerical scheme (Explicit, Implicit and Crank
Nicolson) has been computed and compared to the analytic solutions. The rest of the
thesis is organized as follows. The introduction is given in section I. The model
description is presented in section Il. In section Ill, the analytic expression that
computes the concentration of receiver node in a scenario of multiple harvesters is
proposed. The results are discussed in section IV. The section V provides the
approximations on the signal received at the receiver nanomachine. Finally, a
conclusion has been drawn based on the results obtained at sections IV and V in

section VI.
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YAYILIM TABANLI MOLEKULER HABERLESME NANO AGLARI iCiN
BiR AKTARIM MODELI

OZET

Nano 0lgekli haberlesmenin tamitimindan sonra molekiiler haberlesme, bilim
adamlar1 i¢in cazip bir arastirma konusu haline ¢evrilmistir. Nanoaglarin ¢ok sayida
olas1 uygulamalar1 giinimizde molekiiler haberlesmeyi daha da ¢ekici kilmistir. Bu
olast uygulamalar biyomedikal alaninda akilli ila¢ dagitimi ve saglik izleme
sistemlerinden baslayip, askeri ve cevresel alanlarda uygulanan hava kirliligini
izleme gibi uygulamalarla degise bilir.Nanoag, nanomakine veya molekiiler makine
gibi adlandirilan nanocihazlar arasinda haberlesme veya iletisim bigimidir.
Nanomakine, nanometre Olcekli bilesenlere dayanan yapay cihaz olarak diisiiniile
bilir. Molekiiler haberlesme, nanomakinelerin algilaya, hesaplaya ve haberlese
bildigi iletisim tiirlerinden biridir. Transmisyon veya aktarma, yayilma/lireme ve
resepsiyon - molekiiler haberlesmede gonderici ve alict arasinda bilgi degisimini
saglamak icin li¢ ana asamadir. Molekiiler haberlesmenin 6nemli bir tiirii olan
diflizyon tipli molekiiler iletisim, serbest diflizyon yolu ile gonderici ve alict
diiglimleri arasinda molekiillerin yayilmasina esaslaniyor. Difiizyon tipli molekiiler
iletisimde ii¢ farkli asama vardir. Ilk asama emisyon asamasidir. Bu asamada, verici
veya gecirici nanomakine veya gonderen diiglim caligma ortamina pargaciklar yayar.
Ikinci faz veya asama ise difiizyon siirecini olusturmaktadir. Bu fazda vericiden
yayilan hissecikler Brown hareketine tabidir. Son olarak, sonuncu asama olan
resepsiyon fazinda alict nanomakine veya alict diigiimler tiim pargaciklar

yakaliyorlar.

Bu tez boyunca, verici ve alici diigiimler bir-biriyle temas halinde olan ve
parcaciklar1 yakalayan diigiimler olarak goriilmiistiir. Caligma ortami ise hi¢ bir
molekiiliin veya bagka bir parcacigin kacip kurtulamadigr sinirli bir sistemdir.
Ayrica, transmisyon veya aktarma silirecinde verici diigiimden ayrilan ve etrafa
yayilan molekiil ve parcgaciklar, sinirli ¢aligma ortaminda dolasiyor ve eger bir
pargacik ¢alisma ortaminin sinirina ulastiginda, duvara degerek sisteme geri doniyor.

Bu nedenle, smirli c¢alisma ortaminda parcaciklarin sayisi zaman boyunca
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degismezkaliyor. Belirli t zamaninda verici diigiim tarafindan serbest birakilan
parcaciklarin toplam sayisi mdoeliin girdisini veya sinyalini gostermektedir.Daha
sonra, model sinyali diflizyon yoluyla smirli akiskan alanda ilerler. Bu ¢alismada,
molekiill ve tiim pargaciklarin difiizyonu rastegele yliriiylisle elde edilmistir.Bu
nedenle, verici ve alict diiglimler arasindaki pargaciklarin ilerlemesi ve yayilimi
benzersiz Brown hareketi ile gergeklestirilmektedir. Verici diigiimiin kapasitesi, alici
diiglimiin sinyal alimi {izerine yaptig1 etkileri incelemek amaciyla sinirlandirilmis ve
belli bir miktarin {izerinde olamaz hale getirilmistir. Ornegin, eger verici diigiimiin
rezervuar kapasitesi doluysa, yeni gelen parcacik verici diigimden c¢ikan diger
pargaciklara carpa bilir. Her parcacik, her bir eksen boyunca mutlak sicaklik ve
Boltzman sabitinin carpiminin yarisina esit olan kinetik enerjiye sahiptir. Ve ayni
zamanda, her parcacik, zamandan bagimsiz oldugu kabul edilen kitle ve hiza da
sahiptir. Modelin esas amaglarindan biri, verici diiglimiin alict diigiim tizerinde olan
sinyal resepsiyon etkisini arasgtirmaktir. Alici diigiim, kendi araligi dahilinde sinyal
gliciine tabi olan konsantrasyonu Olger. Bu tez galismasi,alict diigiimlerin sinyal
giiclinlin verici diiglimler tarafindansinirli bir calisma alaninda nasil zayiflatila-
bilindiklerini arastirtp géz oniine sergiliyor. Alict diigiimde gergeklesen alici sinyalin
analitik ifadesi grafiksel olarak gosterilmistir; verici diigimlerinin ve onlarin
vericilik performanslarinin artan sonuglarmin etkileri bu g¢alismada s6z konusu
olmustur. Bilim adamlar1 iki veya daha fazla verici diigiimlerinden ibaret nanoaglar
tizerinde ¢alisirken bu makale ve ¢alismada ireli surulen analitik ifadeni diflizyon
siirece dayanan molekiiler haberlesme ve iletisimlerde bu makaleyi referans olarak

gosterip kolaylikla kullana bilirler.

Tezin geri kalani ise su sekilde diizenlenmistir: . boliimde giris kismi1 belirlenmistir.
Il. bolimde ise tim detayli agiklamalariyla model tasvirinden bahsedilmistir.
I11.bolimde ise, iki veya daha fazla verici diiglimiin oldugu her durum i¢in verici
diigimiin  konsantrasyonunu veya yogunlugunu hesaplayan analitik ifade
gosterilmistir. Simulasyon sonuglari 1V. boliimde agiklanmis ve detayli sekilde
anlatilmistir. V. bolumde, difiizyon denklemi igin sayisal bir ¢dzim Uretmede
kullanilansayisal yaklagim denklemleri ile elde edilen kesin sonlu yontemler
anlatildi. Bu boliimde alici diigiimiin sinyal gliciini 6lgmek icin agik sayisal, kapah
sayisal ve Crank Nicolson sablonlar kullanilmistir. Agik sayisal ve Crank Nicolson

sablonlar ile elde edilen sonuglar, kapali sayisal sablon ile elde edilen sonuclar ile
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karsilastirildiginda daha iyi sonuglar tirettigi goriilmiistiir. Son olarak, V1. bélimdeki
sonu¢ kisminda ise IV. ve V. bolimdeki hesaplama sonuglarini da kullanarak tiim

sonuglar grafiksel olarak ¢izilmistir.
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1. INTRODUCTION

Molecular Communication is a bio-inspired paradigm where the exchange of
informationis realized through the transmission, propagation, and reception of
molecules [1]. MC has been both inspired by biological communication systems and
performed by biological cells [2]. Therefore, biological cell based communication
has to be investigated at biological cell level.Molecular communication is mostly
used by biological systems in nature. For instance, many bacteria respond to
signaling molecules which are secreted by theirneighbors.This process, known as
quorum sensing, enables bacteria to coordinate theirbehaviour, including their
motility, antibiotic production, spore formation, and sexualconjugation.Signaling
molecules, for example pheromone, are also extensively used by agreat variety of
animal species ranging from insects to higher primates to transmitand receive
information. For example, pheromonesmay be secreted by an individual for directing
others to targeted food places. Furthermore, cells communicate using signaling
molecules to makea multicellular organism, human. In endocrine system,endocrine
cells release hormone molecules, known as signaling molecules, into the bloodstream
to communicate with distant target cells. Besides these fascinating molecular
communication mechanisms in nature, developments in nanotechnology and
biotechnology have recently revealed that molecular communication is also a
promising alternative for the interconnection of very tinymachines commonly known
as nanomachines such as engineeredcells and bionanorobots.The interconnection of
these nanomachines which is named nanonetwork [3],is expected to enable
sophisticated medical, industrial, and environmentalapplications [3]. In [4], an
extensive survey on molecular nanonetworking paradigms has been introduced. In
[5], the concept of molecular communication is introduced and the design of a
molecular communication system has been sketched. In [6], diffusion-based
molecular communications, which is the most widely used molecular communication
technique, resources propagate by means of diffusion in a fluid medium, according to
Fick’s laws of diffusion [7], has been investigated. Distance effect of molecular

harvesting over signal reception and harvesting performance in DIRECT, which



results are based on one harvesting node, and also focuses on the effect of the
harvester node location , is discussed in [8].In molecular communication, particles
are physicallytransferred from sender to receiver nodes. The transmissionprocess can
be accomplished in several ways, including the usage of molecular motors [9],
bacteria [10], through gap junction channels [11] or by means of diffusion [12]. For
instance, indiffusion-based molecular communications, which is the mostwidely used
molecular communication technique to date [13],resources propagate by means of
diffusion in a fluid medium,according to Fick’s laws of diffusion [14]. In DIRECT,
which is arecent networking scheme [15], focused to the analysis of molecular
communication techniques operating in a confined operating environment. In this
scheme, if particles are properly harvested, they can be theoretically reused an
infinite number of times. The main objectives of this research presented in this thesis
are as follows: first, the effect of harvester nodes (Harvesting nanomachines) on
signal strength at the receiving nodehas to be investigated. Furthermore, the
harvesting rate over signal deterioration has been studied. Secondly, an analytic
expression on the signal reception at the receiving node has been proposed, which
takes into account a number of harvesting nodes. Thirdly the signal strength in terms
of density at the receiver node has been investigated using finite difference methods.
While excluding the harvesting scenario, the concentration at the receiver node has
been approximated using derivatives evaluated at the receiver node location by
applying backward, forward or central difference methods to come up with the
Explicit, Implicit and Crank Nicolson Numerical Schemes.

1.1 General Concepts

Currently, a great research effortis spent in the attempt to realize nanoscale
machines, also called molecular machines ornanomachines, defined by E. Drexel as
mechanical devices that perform useful functionsusing components of nanometer-
scale and defined molecular structure [16]. More specifically, nanomachines [17] are
expected to have the ability to sense, compute, actuate,manage their energy, and
interconnect into networks, termed nanonetworks, to overcometheir individual
limitations and benefit from collaborative efforts [18]. The communication between
transmitter node and receiver node may be affected by the environment in which the

communication is taking place. For example, in a confined operating environment,



particles are kept in the environment and no particle escapes from it [19]. In this
environment, no particle is lost. As a result, particles are 100 percent reusable.
However, in unconfined operating environment, particles under diffusion are not
constrained by any boundary conditions [20], therefore, particles under diffusion
spread in an infinite working space, without any restriction. In this thesis, a confined
operating environment has been considered. Figure 1.1 illustrates such an
environment which particles move in according to Brownian motion, in a fluidic
medium. The confined working space may be defined as an ensemble of five
essential components: boundaries, particles, sender node, receiver node and
harvesting nodes [21]. The space is characterized by two measures, its width and

length.

Transmitter Harvesters  Receiver

:'é -'Ieee:_ﬁ__: CY==St

L-—d e

Particles

Figure 1.1: 1D Confined Working Space [22].

The 1D confined operating environment has two boundaries: the left and right
boundaries. The distance from left boundary to the right boundary defines the length
of the operating environment. Particles reaching boundaries are bounced back into
the working space. A particle is an essential active entity that moves in the space. A
particle has two properties: its position and the space in which it moves. Therefore, it
has three different instance variables: its abscissa, ordinate and space. In case of one
dimensional space, the ordinate is considerate as zero. Therefore, the particle has two
possibilities, it randomly moves either to the East or to the West. However, in two
dimensional working space, each particle has four possibilities; it may move either to
the East, West, North or South. Figure 1.2 depicts a single particle trajectory in 1D
confined working environment. Figure 1.3 illustrates multiple particles trajectory in

three dimensional space.
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Figure 1.2: Single particle trajectory in 1D confined space.

Figure 1.2 shows the trajectory of a single particle in 1D confined working space.
The particle randomly moves to the left or right at each time step. The particle
bounces into the working space in case that it is in contact with one of the boundaries
(i.e. left or right boundary). In the Figure 1.2 above, both left and right boundaries
have been set to -1 and 101 respectively. The particle starts its journey at position x=
0 and at time t = 0. The maximum simulation time and length of the space have been

set to 10°ns and 100nm respectively.



Position of 3D multiple particles versus time
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Figure 1.3: Normally distributed multiple particles trajectory in 3D space.

A node that has the property of releasing particles at a specific time is named
as transmitter node or sender node. However, released particles are subject to
Brownian motion through a

fluidic medium, eventually reaching to the receiver node. Therefore, the
emission process is realised by the transmitter node at time t = 0.

The receiver node has a range which is the size in nanometres of the region it
occupies. Particles randomly move within the confined environment.
Whenever a particle reaches the receiver range, it is absorbed. Therefore, the
receiver node counts all particles within its range, which is subject to signal
strength.

Harvesting node is also a receiving node which has the ability to retransmit
received particles in its range or to keep them in its reservoir until future
reuse. As it has been stated in the above paragraph, each particle reaching the
harvesting node range will be absorbed by it. All absorbed particles within
harvester range are reusable for a specific purpose, in occurrence, in the case

of a low signal reception at the receiver node, particles kept at harvester node



may be released to reinforce or improve the signal strength at the receiving
node.



2. MODEL DESCRIPTION

The bounded operating environment has been used such that particles released by the
transmitter node circulate in it and when a particle reaches boundaries, it is bounced
back in to the working environment. The total amount of particles within the
environment does not change along the time. The transmitter node sends a signal,
which is the input of the model, by releasing a number (Q) particles. It is assumed
that released particles are subject to only a random movement, called Brownian
motion, in one dimensional bounded fluidic space. Therefore, the propagation of
particles between transmitter and receiver nodes is uniquely accomplished by the
Brownian motion. In order to analyse the impact of harvesters a discrete time system
is defined. Within this model it is assumed that an harvester would keep only a
percent of particles available in its range. The model is to investigate the impact of
harvesters on signal reception at the receiving node. The receiver node measures the

concentration within its location, which is subject to the signal strength in its range.

2.1 Communication Architecture for a Diffusion Based Molecular

Communication

The first step that has been taken to modelling diffusion based molecular
communication systems is to give an overview on communication architecture that
can reflect the main functionalities of a diffusion based molecular communication as
shown in Figure 2.1 for an unconfined operating environment and in Figure 2.2 for
the confined working environment with harvester nodes as it has been shown in
Figure 1.1. Throughout the rest of this thesis, the confined operating environment has
been used to serve as our experimental working space. As it is shown in Figure 2.1,
there are three main phases in diffusion based molecular communication. Primo,
emission of particles. In this phase, the transmitter node instantaneously emits
particles into the fluidic medium. The emitted particles are the input of the model.
Secondo, diffusion of particles emitted by the transmitter node. The input of the

model is subject to a random walk which eventually will produce the result of the



model. The last phase is composed of the reception of particles at the receiver
node.Received particles at the receiving node are interpreted as the result produced
by the model and are subject to the signal strength of the model. Particles that are in
contact with the range of the receiving node are totally absorbed in the receiving
node reservoir. Similarly, particles which are in the range of the harvesting node are
absorbed in the harvester node reservoir unless its capacity is not yet full. In the next

pages, the three phases will be presented.
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Figure 2.1:Diffusion based molecular communication architecture in

unconfined working space [23].
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2.2 Emission of Particles

In diffusion based molecular communication, the transmitter node is responsible for
the emission of particles. The emitted particles propagate in the bounded space from
the transmitter node to receiver node. It has been assumed that the transmitter node
emits a number of Q particles at time t=0 into the medium. We have also taken into
account the fact that the transmitter node emits particles into the fluidic medium with
a certain rate, let say a. In this case, at a certain time t, some number of particles will
already transmitted into the fluidic medium while another number will be still
waiting to be transmitted. Let’s represent by Q the number of particles waiting to be
transmitted into the working space and Q the number of particles already under
diffusion in the working environment as shown in Figure2.3. Therefore, the emission
of particles from transmitter node can be characterized by a transition from Q’ to Q

as follows.

Q' 5 Q (2.1)
Q is a constant function that is the number of particle to be transmitted by the
transmitter node. The emission phase is a two state transition, let’s note n; and n, the
substitutes of those two states, states Q and Q’ respectively. Initially, at time t=0 in
the second state n, no particle is supposed to reach that state. On the other hand, at
the same instant time t=0, all particles are supposed to be in state n;. Since there are
Q particles to be released into the working operating environment, the following
equation describes well the emission process as described above.

ny(t) +n,(t) = Q (2.2)
where

n,(0) = Q and

n,(0) = 0 based on the emission rate o.

The time derivative of n, (t) and n,(t) can be given as

an(t) _
dat

Cn(t) (2.3)

where



o= [0 e= [ ¢

For initial condition n,(0) = Q, the solution of equation (2.3) can be given by
n,(t) = Qe * and n,(t) = Q(1 — e~ *) (2.5)

If we assume that Q” and Q denote state 1 and state 2 respectively, the emission of
particles can be also viewed as a state transition from state 1 to state 2. In this case, a
number of particles may be either in state 1 or state 2. However, the total number of
particles that are in state 1 and state 2 are equal to Q. It has been assumed that if a
particle has not yet been emitted, then it is in state 1. In the case that the particle has
been already emitted, then it is no longer in state 1, instead it is in state 2. Therefore,
the diffusion takes place in state 2. In the next paragraphs, we will discuss the

diffusion of particles in the confined environment.

o
o/. o .\o .
[ .
0\ Q&, .l o
o\ ® e ./oo
0 °
00\~.//o°
o % 9% 0 o
0 o

Figure 2.3:Emission of particles [23].

2.3 Diffusion of Particles

Later the emission of particles into the fluidic medium by the transmitter, particles

start diffusing. Diffusion is the random movement also known as Brownian motion
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of particles due to the thermal energy. A particle has the average kinetic energy [24],
for one dimension is given by equation (2.6).

“mv)? == (2.6)
where

m stands for particle mass,

v represents the particle velocity,

k is the Boltzmann’s constant,

T denotes the absolute temperature and,

(.) is the average over time or over a set of similar particles.

Using equation (2.6), the root mean square velocity can be also given by equation

2.7).
) = 2 @)

The approximation of the root mean square velocity in equation (2.7) can be used to
estimate the instantaneous velocity of a particle [25]. In order to understand the main

principles of diffusion of particles, the random walk has been discussed.

2.3.1 Random walk

The motion of particle undergoing diffusion has been assumed to be described as a
random walk. Suppose that particles start diffusing at time t = 0 at position x= 0 and
execute one dimensional random walk. The random walk of a particle among these
particles is illustrated in Figure 2.6. The random walk of particles are governed by
the following rules [25]:

1. Each particle steps to the right or to the left once every t seconds with the

velocity Ax = + v and the step length 6 = tvrt.
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2. The probabilities of going to the right or the left at each step are equal to
each other and 1/2 in one dimension. Note that the successive steps are
statistically independent and the walk is not biased.

3. Each particle moves independently of the other particles. The particles do

not interact with each other.

Considering the fact that there are N particles and x;(n) be the position of the ith
particleafter the nth step. Based on rule 1 defined above, the position of the ith

particle at time step n can be written as
xi(n) =x(n—1) %6 (2.8)

Let us consider all of the N particles. Then, using rules 2 and 3, the + sign in

equation (2.8) can be applied to the half of the particles and the - sign can be applied
to the other half. Hence, the mean displacement of the particles after nth step i.e

(x(n)), can be computed by

N

1
(x(m) == > % ()
i=1
(x() =t Z[xi(n— 1) £ 6] (2.9)

Since the signs + and - are applied to the two half of the total amount of particles, the

term +4§ can be approximated as 0 and (x(n)) can be given by

[x;(n —1)]

NgE

1
(x(n)) = N
i=1

(x(n)) = (x(n - 1)) (2.10)

The physical interpretation of equation (2.10) is that the mean position of particles
does not change from step to step. However, it is possible to determine how particles
spread. To this end, the average mean square displacement (x(n)) of the particles,

which is expressed as,

(x?(m) =~ 2%, x2 (n) 2.11)
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can be used to measure the spreading. Using equation (2.8), x;2(n) can be given by

x;2(n) = x;°(n—1) £ 26x;(n — 1) + §2 (2.12)

By substituting x;2(n) in equation (2.11),

(x?(n)) = %Zl[xf(n _ 1)+ 26x(n— 1) + 7]
(x2(n)) = (x2(n — 1)) + 62 (2.13)

Since all the particles are assumed to be in origin, at time 0, i.e x;(0) = 0 Vi, the
mean square displacement of the particles at step 0 or time 0, i.e (x2(0)), is equal to
zero. Thus, based on on the result in equation (2.13), it can be inferred that
(x2(1D)) =8% , (x2(2)) = 262, ..., (x®(n)) = n62. The physical interpretation of
this result reveals that the mean square displacement increases with the step number
n and the root mean square displacement increases with the square root of n. Since
each time step lasts for T second, the step number n can be expressed as n = t/t and
using this result, the time varying function of the mean square displacement can be

given by
(x2(1)) = £67 = (5—) t (2.14)

By setting 82/27 as the diffusion coefficient of the particles, i.e D = §2/2t, the
mean square displacement in equation (2.14) and the square root of this displacement

can be expressed as
(x?) = 2Dt, (x) = V2Dt (2.15)

Note that t in (x2(t)) is drooped for ease of illustration and thus, (x2) denotes
(x2(t)). The diffusion coefficient D reflects how a particle migrates at a given
temperature. The diffusion coefficient mostly depends on the size of the particle, the

structure of the medium and the absolute temperature.

Similar to the one dimensional random walk of particle i.e. along x-axis, the two and

three dimensional random walks can be analysedby following the similar way given
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above. First of all, rules 1 and 3 can be directly applied to each axis i.e. X,y and z.
Furthermore, the motion of the particles in the negative x, y, and z directions is
statiscally independent. Then similar to (x2) = 2Dt as introduced in equation (2.15),
(y?) = 2Dt and (z2) = 2Dt. More specifically, in two dimensions, the square of the

distance from the origin to the point (x,y) is 72 = x? + y?2. Thus, for two dimensions,
(r?) = 4Dt (2.16)
and similarly, for three dimensions where 72 = x? + y? + z2

(r?) = 6Dt. (2.17)

-36 —26 -6 0 6 26 36

step to the left with probability step to the right with probability
1/2 for each time step t. 1/2 for each time step .

Figure 2.4: lllustration of a one dimensional random walk of a particle which
starts at the origin and steps to the right or to the left with probability 1/2 and
the time step t and the step lengthd = tvr.

In the following section, the statistical characterization of the particle random walk is

presented based on the deterministic characterization introduced above.

2.3.2 Statistical characterisation of random walk

The statistical characterization of one dimensional random walk along the x-axis has
been considered. It has been assumed that the particle steps to the right with a
probability p and to the left with a probability g. Since the movement of the particle
is one dimensional, g =1 — p. Given that there are a total amount of n steps, the
probability that the particle steps exactly k times to the right is given by the following

binomial distribution:

P(k;n,p) = o P (2.18)
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The total displacement of the particle at the end of n steps, i.e. x(n), can be found by
extracting the number of left steps from the number of right steps as follows:

x(n) =[k—(Mm—-k)]6 =2k —n)s (2.19)

where § is the step length of the particle as introduced in the previous subsection.

Then, the mean displacement of the particle, (x(n)), can be given as
(x(n)) = (2k —n)6 (2.20)

Since k follows a binomial distribution in equation (2.18), the mean displacement of
the particle moving exactly to the right can be given as (x) = np. Furthermore, the

mean square displacement of the particle can be expressed as

(x*(n)) = ([(2k —n)8]?)

(x2(n)) = (4(k?) — 4(k)n + n?)5? (2.21)
where

(k?) = (np)* + npq.
For the case that p=qg=1/2, (x(n)) = 0 and (x?(n)) = né? and this the expected
result as it has been already obtained in the previous section. The number of steps
taken by each particle is enormously high. In the following section, by taking into

account the microscopic essentials of the random walk phenomenon, Fick’s

equations also called diffusion equations are derived.

2.3.3 Fick’s equation

Fick’s equations [26] characterize the spatial and temporal distributions of diffusing
particles. The derivation of Fick’s equations is possible to follow the basic principles
of random walk. Let N(x) and N(x+&) be the number of particles at points x and
X+ dalong the x-axis at time t, respectively, as shown in Figure 2.5. In order to
understand the spatial and temporal distributions of the particles at points xand x+ &,

there are two essentials issues needed to be addressed [26]:
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e How many particles will traverse unit area from point x to the point x+ & in
unit time?

e What is the next flux in the x direction i.e. J, ?

A
< < < < < <
N(X) S N S N(x+6)
| |
1 1
S o5 S o
— — - -
> —

Figure 2.5:At time t, there are N(x) and N(x + &) particles at position x and
X+8, respectively. At time ¢+z, half of N(x) and N(x+&) steps to the right
while the other half of them steps to the left at time ¢+ [27].

At time t+z, half of the particles at point x steps across the dashed line from left to
right and half of the particles at point x+ § steps across the dashed line from right to
left. Hence the number of crossing to right can be given as
—1/2[N(x + &) — N(x)]. Dividing this expression by unit area normal to the x-axis

I.e. A, and by the time interval 1, the net flux J, can be given by

1INGA+8)-N )]

Jo = =5 (222)

As introduced previously, the diffusion coefficient D can be given by D = §2/21.

Then by substituting T = §2/2D, J,.can be rewritten as

D [NG+8)-N(0)]

o =~ (2:23)

Since A¢ is a unit volume, N(x)/AS and N(x + §)/A6 in equation (2.23) are the
concentration of the particles at points x and +3&, respectively. Let C(x) and C(x + &)

denote these concentrations, respectively. Then, equation (2.23) becomes
Jx = —2[CCx +8) — C(x)] (2.24)

Finally, for § - 0, the second term of J, becomes the derivatives of C(x) and this

yields

- _pi%
Jx=-DS (2.25)

16



Equation (2.25) is called Fick’s first equation and it can be interpreted as follows. If
the particles are uniformly distributed, dC/dx = 0 and J, = 0. In this case, the
distribution does not change with time and the system is at equilibrium. If the
concentration C is a linear function of x, dC/dx and J, are constant. Based on the
conservation of total number of the particle, Fick’ second equation can be also
derived by following the first equation in equation (2.25). Let us consider a box with
the area of A as shown in Figure 2.6. During the time period t, the number of
particles entering from the left of the box is ], (x, t)At while the number of particles
leaving from the right is J,(x + &, t)At. Since the particles are neither creatednor
destroyed, the difference of the entering and leaving particles concentration in the

volume of the box, i.e A§, must satisfy

[C(t+7) — C(1)] = — Lol (2.26)

Multiplying equation (2.26) by 1/, it can be expressed as

%[C(t +1) = C(®)] = _%Ux(" - ‘”AEJx(x)]AT

QR

[Ct+7) = CO] = =5 [x(x +6) = [ (x)] (2.27)

As t— 0 and § — 0, and since the right hand side of the equation (2.27) indicates

the derivative of J wrt. x we may conclude as follows

ac )y
= ar (2.28)
ac GEL

Frial (2.29)

Note that equation (2.29) is obtained by substituting equation (2.25) into equation
(2.28). The final expression in equation (2.29) is known as Fick’s second equation or
diffusion equation. It has been assumed that particles freely diffuse in the fluidic

medium. In the next section, the solution to equation (2.29) is discussed.
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Figure 2.6: The flux J, (x, t) enters from the left side of the box with the area A and
the flux and the flux J,(x + &, t) leaves from the right side of the box [23].

2.3.4 A solution for one dimentional diffusion equation

The solution of diffusion equation can be obtained for different initial andboundary
conditions. As these conditions vary, many different solutions can beobtained. In
general, the solutions are either in the form of a series of error functionsor in the
form of a trigonometric series. The trigonometric series can be replacedby a series of
Bessel functions for the case in which the diffusion takes place ina cylinder [28]. In
the literature, there are many textbooks and research papersdealing with the solution
of Fick’s equations (or diffusion equations). For example,[28] is an important
textbook discussing the solution approaches to Fick’s equationsextensively.
Furthermore, the heat equation has the same form with Fick’s equations.Therefore,
the textbooks on the heat equation can be also used to understandhow diffusion
equations are solved. For example, [29] is a prominent book whichprovides many
important solutions of diffusion equations with respect to manydifferent initial and
boundary conditions. Some of the examples solutions can begiven as follows.Let us

consider the one-dimensional diffusion equation in (2.29):
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ac a%c
3t = %2 (2.30)
It can be proven that

—x2

M= %em (2.31)

Is a solution of equation (2.30) for an arbitrary constant K [29].

Let us assume that M particles are instantaneously released at the origin of a

cartesian coordinate system at t=0. Then using equation (2.31), M can be expressed

as
M = j~ Cdx
oo K —x2
M = f_wﬁewt dx (2.32)

By changing variable x as
X _ 42,  dx=2vVDida (2.33)

M can be re-written as

M = ZK\/Ef e~ *da

M = 2K~\mD (2.34)
M . . . . .
Hence, K = N7 and by substituting K into equation (2.31), C can be given by
—x2
C = — e4Dt (2.35)

It is worth to note that for M = 1, the solution in equation (2.31) is equal to the
probability density function of particle position given as follows.

1 —x?

P(x,t) = ==et (2.36)

This means that the diffusion equation is satisfied by the probability density function
of particles position in one dimension. Using this distribution, the probability

distribution of the delay required by a particle to travel the distance d can be given as
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2
d -d

ft) = ==et (2.37)

If a particle moves in a random manner in space that means it continually changes its
directions and velocities in a random manner, then the resultant of these random
motions as a whole is called drift velocity. Hence, if there is a drift velocity v in the
medium [30, 31, 32, 33], equations (2.36) and (2.37) become

—(x—vt)2
P(x,t) = ==e (2.38)
d —(vt—d)?

f() = —==e bt (2.39)

Figure 2.7 shows that as t increases, the concentration value approaches zero and the
curve’s peak value decreases. This is because particles continuously diffuse and

scatter in the medium as time proceeds.

As described in the previous sections, after the diffusion of particles, in the phase of
reception, the transmitted particles that are eventually able to reach the close
proximity of the receiver node are received by the receiver node. In the following
section, the reception of particles is introduced.
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Figure 2.7: Distance versus Concentration using equation (2.35) for M=5 and
D=0.3.

2.4 Reception of Particles

After the particles are released by the transmitter node, they diffuse in the fluidic
mediumby following the physical rules introduced in the previous section. The
particles that are able to reach the close proximity of the receiver node are received
by the receiver node. Hence, the receiver node can be viewed as a particle reducer i.e
if there are p particles in the medium under diffusion such that one particle reaches
the receiver node’s range, and then there will remain p-1 particles under diffusion.
This means that the receiver node has reduced by one the number of particles under

diffusion. Therefore, the receiver node has the following properties:

e It has a range defined by its radius r.As shown in Figure 2.8. The range that
has been set to 2r in one dimension since it is not spherical.

e Particles within the receiver node’s range i.e 2r are totally received and the
total number of particles under diffusion will be reduced by the number of
particles in the range of the receiver node. Thus, the receiver node has been

assumed as a reducer.
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e The receiver node increases the signal strength as long as it receives many

particles.

In the next section, the analysis of the described model in the previous sections,
which takes into account the presence of harvester nodes is discussed.

Figure 2.8: Receiver node receives particles which freely roam in close proximity of it.

All surrounding particles are captured by absorption by the receiver nod [23]
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3. ANALYSIS OF THE MODEL WITH HARVESTING NODES

After describing the three phases of the model in diffusion based molecular
communication, the emission of particles by the transmitter node, the diffusion of
particles with certain physical rules and the reception of particles by the receiver
node. It has been assumed that the receiver node can be viewed as a reducer of
particles. Thus, the signal strength at the receiver node is subject to the number of the
reduced particles by the receiving node. In the next section, harvester nodes between
sender and receiver nodes have been considered and the model investigates the
impact of harvester nodes on the signal reception at the receiving node. Ultimately
the impact of increasing number of harvested particles on signal reception at the
receiver node has been observed. In this thesis, the analysis for different number of
harvester nodes has been considered. Each harvesting node has granted with the
ability of harvesting a limited number of particles in its range. Once the capacity of a
harvesting node is fully used, a new particle reaching its range will not be reduced or
absorbed. Ultimately the impact of harvested particles on signal reception at the
receiver node is analysed. In the next section, harvesting nodes with finite capacity

has been discussed.

3.1 Harvesting Node with Finite Capacity

The harvesting operations have an important role on the persistence of the resource
recirculation [34]. As we will see next, the location of an harvesting node has a
significant impact over its harvesting performance, as well as over the signal
reception performance of a receiving node. In this work, first we have investigated
the role of the harvesting node capacity over signal reception at the receiver node. A
series of experiments have been performed, considering diffusionbased molecular
communicationusing the instantaneous emission of particles, physical rules presented
in the previous sections for diffusion of particles and capture of particles by the
receiver node that is viewed as a reducer of particles which captures all particles in
contact with its proximity. To modulate a single bit of information,the sender node

instantaneously emits a pulse consisting of Q resources. The emitted pulse
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propagates over the operating environment according to equation (3.1), eventually

reaching the receiver node.

—x2

C(x,t,Q) = %em (3.1)

where

Q is the amount of particles emitted by sender node, also called pulse

amplitude,
x represents the distance between sender and receiver,
t stands for the time elapsed since emission of the signal,
C is the concentration of particles at location x and time t,
D represents the diffusion coefficient of the working environment.

Assume that harvesting nodes are located between sender and receiver nodes, and
that harvesters have a finite capacity of H particles. Although all received particles
will be used later in the course of operation. The receiver would not have the chance
of receiving the harvested particles. Since particles are kept in the harvester
temporary the number of particles has been reduced to R. Therefore, the receiver
would be under the diffusion of that many particles which yields to a new equation

for diffusion equation (3.2).

_ R
c(x,t,Q) = i € 4Dt | (3.2
where:
R=Q-H. (3.3)
where
H=YL H, (x,t) (3.4)
where

n stands for the total number of harvesting nodes,

H; represents the concentration held at harvesting node i at position x;

and timet. Note that H; also stands for harvester capacity i
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x; 1s the distance from the sender node to the harvesting node i such

that x; < x, < x3... < xp_1 < Xp.

If harvesting nodes are located at the transmitter node location, the harvesters will
absorb H resources at timet = 0. This scenario is similar to emittingQ — H
resourcesat time t = 0. In this case, the concentration of resourcesreaching the
receiver node is given by:

Q-H —x?

c(x,t,Q) = Vapmnoz @ /apt (3.5)

where H is the total capacity of harvesting nodes.

If we have harvesting nodesare located at the same location withthe receiver node,
the harvesting nodes will absorb H resourcesinstantaneously. If H >Q, all particles
reaching the receivernode would be absorbed by the harvester nodes. For H < Q,
thereceiver would receive Q — H particles. In this case, Q represents the number of
particles assumed to be received by the receiver node. Harvesting nodes receive
more particles as there are located closer to the transmitter node, whereas the
midpointbetween sender and receiver nodes is the optimum location interms of signal
strength at receiver node. In the next section, harvesting nodes with rational

harvesting is presented.

3.2 Harvester Nodes with Rational Harvesting

In the case that the harvesting nodes are placed at the same location with sender
node, it is more likely that all particles from sender node will be absorbed by
harvesters at instant time ¢t = 0. In this case, no resource will reach the receiving
node if the total capacity of harvester nodes is greater or equal to the total amount of
particles that is the input of the model, noted by @. On the other hand, if harvesters
are placed at the same location with the receiver node,unless harvesters’ total
capacity be lesser than the number of received particles by the receiving node,
otherwise, all particles supposed to be received by the receiver node will be absorbed
by the harvester nodes.Therefore, one should take these cases with more care when

dealing with model in diffusion based molecular communication composed of
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sender, harvester and receiver nodes. To recapitulate, placing harvester nodes at the

same location with sender and receiver nodes is referred as irrational harvesting.

In rational harvesting, each Harvesting node has a wise limited capacity such that
each harvester may only harvest up to % of the particles within its range. This
prevents negative impact on the signal strength at the receiving node. At each instant
time t, each harvester cannot exceed to harvest more than % of the received
particles. This has a significant positive impact on the signal strength at the receiving

node. Therefore, instead of reducing the number of particles to R as it has been
considered in equation (3.2), the number of particles will be wisely reduced by % .

Hence, equation (3.2) becomes

Q-HED —x?)

c(x,t,Q) = ROAGE 4Dt (3.6)
where:
Bis harvesting parameterwhich depends on the nature of the harvester
H stands for the total number of particles received by the harvester node.

If B is too small, then there will be nosignificant negative impact on the signal
reception at the receiving node.The higher values for Bmay yield a negative impact

on the signal strength at the receiving node.

In the next section, results from simulations for different values of g and number of

harvesting nodes are presented.

26



4. SIMULATION RESULTS AND DISCUSSION

In order to better understand the analysis of different theories discussed in the
previous sections, MATLAB R2013a has been used as a tool to validate the proposed
analytic expressions and visualize the impact of harvesting parameter as well as
number of harvesting nodes on the signal reception at the receiving node. For the
given parameters in Table 1 and values A and B, the results have shown that the
signal strength deteriorates, becomes worse in quality when the number of harvester
nodes Nh = 187 (labeled as 187HN in Figure 4.1). As shown in Figure 4.1 for
Nh = 3, there is no much change in signal strength at the receiving node. It can be
seen that as the number of harvesting nodes increases, the received signal decreases.

This rule is valid for all locations where harvesting nodes may be placed at.

Table 4.1: Parameters and parameters’ values used in simulations

Parameters Values A Values B
Q 500000 particles 500000 particles
x 1500 nm 1500 nm
x; [10,600,1190] | [10,600,1190]; [10:30:1480]; [10:8:1498]
t From 1 to From 1to 4 * 10°ns
4 % 10°ns
D 1 1
ﬂ - -
Nh 3 3,50,187
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Figure 4.1:Signal received by the receiver node versus time with different number of

harvesters between the sender and the receiver nodes.
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Figure 4.2: Signal received by the receiver node versus time with different

values of the harvesting parameter.
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The time axis is the time direction and the ordonate axis represents the received
signal that is concentration actually. The legend indicates the signal strength for
different number of Harvester Nodes (HN) and harvesting parameter (£) in both
Figure 4.1 and Figure 4.2 respectively. Parameters’ values in Figure 4.2 show that
the harvesting parameter is very important to preserve the signal strength at the
receiving point. The red line is closer to the blue line, which is the expected signal
(concentration) without harvesting. This is due to the fact that the lesser harvesting

rate is used, the better signal strength is received.

In Figure 4.1 the simulations have been ran for four hundred thousands nano
seconds. If the simulations have been expanded to up one million nano seconds, the
signal received in terms of concentrations would have been increased and probably
reached at least seventy. Since Harvester nodes have to absorb no more than twenty
percents of the particles, the expected signal eventually reaching the receiver node
range would be eghty percents. However, it is not obvious that the receiver node will
receive eighty percents of the emitted signal by the transmitter node because there
would still be some particles wandering within the confined operating environment.
The random walk performed by a particle within the working environment does not
ensure that the next successsive steps will follow exactly to the right direction. Thus,
by increasing the the simulations time may not necessarily ensure that the receiver
node will exactly increase the concentrations within its range to hundred percents of
the expected signal it is supposed to receive.
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5. SIGNAL APPROXIMATIONS IN DIFFUSION BASED MOLECULAR
COMMUNICATION NANONETWORKS

In this Chapter, finite diffence methods are utilised to define an numerical

approximation models.

The diffusion equation for a concentrationc(x, t) of some resource (given by number
of particles per unit length), is given by
oc 62ﬁ

< _pll_g
ot OX? (5-1)

Our intention in signal strength of a molecular communication nanonetwork is to
define a molecular communication scheme based on discrete approximation and

compare its signal strength to the analytical one dimensional diffusion equation.

5.1 Finite Difference Method

Finite Difference Method [35] is used to obtain a numerical solution to an analytic
function by replacing continuous partial differential equation by discrete
approximation. Our physical domain Q = [0, M], which is the working operating
environment, will be subdivided in to M, discrete points and discrete
approximations are found at each discrete point. The distance between two
consecutive discrete points in space is known as space step, and that in time is said to
be time step, denoted Ax and At respectively. As the basic idea is to replace spatial
and time derivatives by suitable approximations, then to numerically solve the
resulting difference equations. Specifically, instead of solving forc(x, t), with x and
t continuous, we solve for c(x; t;), where x; = iAx and t; = jAtdefine the grid

shown in figure 5.1.
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Figure 5.1: Discretized space (grid)

As defined above, 0 < x; < Mand 0 <t; < T such that

x; =iAx, 1=012,..M,

tj=jAt, j=012,..T,

where M, and T; are the total number of spatial nodes including those on the

boundaries and the number of time steps.

The space and time steps are computed as follows.

Ax =2 and At =
M, — T

=1 -1

The discrete points on the columns x = 0 and x = M, are boundary values. The

solid circles are nodes where finite difference approximation is calculated with

respect to the following Dirichlet boundary conditions:

C(xi = O,t]) = c(xl- = M,t]) =0

where0 <x; <Mand 0 <¢; <T.

In the rest of this paper, we will use the notation c¢(i,j) at the place of c(x;,t;)

without any loss of generality in the outcome.

The Taylor series expansion for c(i,j + At), c(i + Ax, j) and c(i — Ax, j) are given

below with respect to time and space respectively.
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c(i,j+At) =c(i,j) +Atc’ (l])+At2 G ])+At3%

Il CIII I:’ .
c(i +Ax,j) = c(i,j) + Ax c'(i,)) + Ax? —— ( ]) A;ﬁ%

FAxr EGD A5 EED (5.4)
4! 5!

c"(i,j c""(i,j
c(i —Ax,j) = c(i,j) — Ax c'(i,j) + Ax? % — Ax3 %

4¢"V@)) 5 c¥(i,))
HAxt— = — AP (5.5)

From equation (5.3), the first derivative of c(i, j) with respect to time t is:

o c(i,j+A) —c(,)) c"(i,7) ,c""(@,))
') = 2 —aef Lo a Sl
V(i) c’(@.J)
—At3T—At4T+ (5.6)

Using mean value theorem in equation (5.6) considering that j < e < j + At, we

get
Ath’j) = At < (”) +Ag2 D) (”) + ag3 D (”) +Aet (”) + e (5.7)
Substituting equation (5.7) in to (5.6), we get
¢'(i,j) = LRI gy L) (5.8)
€
The term Atc ( Dl is called the truncation error of the finite difference

€

approximation. It comes from truncating the series in equation (5.6). The parameter
€ is not known and c(i,j) is also unknown. As a result, ¢''(i,j) with respect to j
cannot be calculated. Since the second right term of equation (5.8) is not known,

" (i)

2!

will be substituted by O to represent an unknown value. Then equation (5.8)
€
becomes

c(i,j+At)—c(i,j)

D20l + o(at) (5.9)

c'(i,j) =
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We may control the error to be very negligible by choosing At as small as possible.
The equation (5.9) is named forward difference approximation with respect to time.

Similarly we get the backward difference approximation equation with respect to
time by carefully substituting c(i, j + At) by c(i,j — At) in equation (5.3) and then
follow all steps realized to obtain equation (5.9) , that produce

(i) = g+ 0(a0) (5.10)

The central difference approximation with respect to space is obtained by adding
equation (5.4) and (5.5), along with using both mean value theorem and big O

notation we get

C”(i,j) _ c(i+Ax,j)+c(i—-Ax,j)—2c(i,)) + O(sz) (5.11)

Ax?

The Explicit Numerical Scheme (ENS) is obtained by replacing equations (5.9) and
(5.11) in to equation (5.1) , after rearranging and discarding the truncation error

terms, we get
c(i,j+1)=0A-2a)c(,j)+ac(i+1,j)+aci—1,j) (5.12)
where @ =2= j+1~j+At, i—1~i—Ax, i+1~i+Ax and c(ij+1)
represents the concentration c at time j + 1 at location i .
The computation of ¢ at time j + 1 is completely determined by the computation of ¢

at time j .The ENS is not always stable. The parameter o must be lesser than % to

make ENS stable.

The Implicit Numerical Scheme (INS) is obtained by substituting equations (5.10)
and (5.11) in to (5.1), after rearranging and dropping the truncation error terms, we

obtain
c(i,j—1)=QRa+ 1)c(,j) —ac(i+1,j) —aci—1,j) (5.13)
DAt . . . . . .
Whereazm,]—lz]—At,L—lzl—Axandl+1zl+Ax.

Equation (5.13) is a one equation in a system of equations for the values of ¢
because c(i,j) depends on c(i—1,j) and (i + 1,j) . At each time step, the INS
requires solving simultaneous linear equations. This renders the INS computational

time greater than ENS. Fortunately, the system is tridiagonal, this makes the
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problemsimple. The solution is given in [36]. The great advantage of the INS, it is

unconditionally stable.

The Crank Nicolson Scheme (CNS) is the average of ENS and INS. The first
derivatives with respect to time on the left hand side in equation (5.1) is replaced by
equation (5.10) and the second derivatives with respect to space on the right hand
side of equation (5.1) is substituted by the mean of the central difference
approximation evaluated at current and precedent time step, j and j — 1 respectively.
Discarding the error terms and rearranging values of c at time j on the left hand side

and those at time j — 1 on the right hand side, gives
a (44
1+ a)c(i,j) —Ec(i +1,j) —Ec(i -1,j) =

(I-a)c(j-D+ Scli+1j-D+Zcl—1j-1) (5.14)

DAt

wherea = A2’

j—1~j—Ati—1~i—Axandi+1=~i+Ax.

The CNS is unconditionally stable and second order both in time and space. It is
implicit, and as a result a system of linear equations must be solved for each time

step.

5.2 Evaluation and Comparison of Methods
All three schemes presented in this paper are evaluated based on parameters used at

Table 1 and are compared to the analytic one dimensional diffusion equation given
below:

__09 —x?
c(x,t) = T OXP [ﬁ] (5.15)
with boundary conditions c(0,t) = c¢(M, t) = 0 and initial condition c(x, 0) = 4?Tm

where
Q represents the amplitude emitted by the sending node,

D stands for diffusion coefficient and c(x, t) is the concentration at location x
at time t.
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Table 5.1: Parameters used

Parameters | Values

Q 500

D 0.5

x=M 5nm

t=T 30 ns
M, 100
T; 1000

We have assumed that the receiver node range is six times the spatial step, i.e, the

receiver node occupies locations X, = X(M, — w)where w = 1,2,...7

X, is the receiver node ranges and all concentrations within the receiver node ranges
are considered as the signal output of the model that will be compared to the output
of the model produced by the analytic expression given in equation (5.15).

Xstands for an array containing M, different locations that result from the
discretization of the working environment into M, discrete spots or points. We
observed the results at time t = T.

The average signal received has been compared to both numerical solutions and
analytic solution. The table below shows the results produced by the analytic
expression, Explicit, Implicit and Crank Nicolson schemes. Simulations have been
performed using Matlab R2013a as a tool.
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Table 5.2: Results produced by the three schemes

Ranges | Crank Implicit | Explicit Analytic
Nicolson | Num. Numerical | Solution
scheme | Scheme | Scheme

9,3939 10,96 10,957 | 0,131 6,838

9,4949 9,15 9,1477 | 0,109 6,846

9,5960 7,32 7,3292 | 0,0878 6,854

9,6970 5,50 5,5034 | 0,0878 6,862

9,7980 3,67 3,672 0,0659 6,870

9,8990 1,84 1,836 0,0439 6,878

Average | 6,42 6,40 0.184 6.85

Accuracy | 93,7% 93,4% 2,7%

For a threshold B = 80, which means that a signal strength reaching at least 80
percents of the analytic solution is considered as received. Based on this assumption,
our experiments have revealed that both Crank Nicolson and Implicit numerical
schemes have over performed compared to Explicit numerical scheme. Therefore,
CNS and INS are more reliable compared to ENS. As it can be seen on the above
Table 5.2 that the accuracy of both CNS and INS is 90 percents higher than the one
of ENS.
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6. CONCLUSION

Molecular communication is one of the most appealing research areas. Transmission,
propagation and reception are the three main stages to provide information exchange
between sender and receiver in molecular communication. Diffusion based molecular
communication that is an essential type of molecular communication, relies on
propagation of molecules between sender and receiver nodes through free diffusion.
There are three different phases in diffusion based molecular communication. The
first phase is named emission process. In this phase, the transmitter nanomachine or
the sender node emits particles into the medium. The second phase is composed of
diffusion process. In this part, emitted particles by the transmitter node are subject to
Brownian motion. Finally, the last phase, the reception process in which the receiver
nanomachine or receiving node absorb or capture all particles within its range. The
current work provides an analysis of diffusion based molecular communication
nanonetwork which takes into account the effects of the number of harvesting nodes
over signal reception at the receiving node. In addition, this thesis has examined the
harvesting parameter at which harvesters harvest particles without affecting the
signal strength. Furthermore, The signal strength in terms of the concentration at the
receiving node has been approximated using the Explicit, Implicit and Crank
Nicolson schemes. The three schemes, Explicit, Implicit and Crank Nicolson,
produced numerical solutions, which in return have been compared to the analytic
solution. Our research has found out that the received signal strength deteriorates
progressively as the number of harvesting nodes increases. The results have also
found that a significant number of particles may be harvested without much affecting
the received signal strength at the receiving node if the harvesting rate is lesser than
twenty five percent of the received particles. Choosing a limited number of
harvesting nodes and adopting for a small harvesting rate are the key for wiser
harvesting without affecting negativelythe signal strength at the receiving node.
However, the current work has not covered the optimum number of harvester nodes
needed for wiser particles harvesting without deteriorating the signal strength at the

receiving node. The Signal approximations obtained using both Crank Nicolson and
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Implicit Numerical Schemes are more reliable compared to the Explicit Numerical
Scheme.The accuracy of both CNS and INS is better than the one produced by the
ENS. A new research in the future may be undertaken to design and implement a

Discrete Simulator for Diffusion Based Molecular Communication Nanonetworks.

40



7. REFERENCES

[1] I. F. Akyildiz, F. Brunetti, and C. Blazquez, “Nanonetworks: a new
communicationparadigm at molecular level,” Computer Networks (Elsevier)
Journal, vol. 52,pp. 22602279, Aug. 2008.

[2] D. L. Nelson and M. M. Cox, Lehninger Principles of Biochemistry, ch. 12.2,pp.
425-429. W. H. Freeman, 2005.

[3] I. F. Akyildiz, J. M. Jornet, and M. Pierobon, “Nanonetworks: a new frontier
Incommunications,” Communications of the ACMs, vol. 54, pp. 84-89, Nov.
2011.

[4] I. F. Akyildiz, F. Fekri, R. Sivakumar, C. R. Forest, B. K. Hammer, Monaco:
Fundamentals of Molecular Nano-communication Networks, IEEE Wireless

Communications, vol. 19, pp.12-18, October 2012.

[5] M. Moore, A. Enomoto, T. Nakano, R. Egashira, T. Suda, A. Kayasuga, H.
Kojima, H. Sakakibara, K. Oiwa, A Design of a Molecular Communication
System for Nanomachines Using Molecular Motors, Fourth Annual IEEE
International Conference on Pervasive Computing and Communications
Workshops (PERCOMW’06), pp.:554-559, 2006.

[6] I. Llatser, A. Cabellos-Aparicio and E. Alarc’on, Networking Challenges and
Principles in Diffusion-based Molecular Communication, IEEE Wireless
Communications, 19(5):36-41, 2012.

[7] J. Philibert, One and a Half Century of Diffusion: Fick, Einstein, Before and
Beyond, Diffusion Fundamentals 4 (2006) 6.1 - 6.19

[8] D. Demiray,D. T. Altilar, “Distance Effect of Molecular Harvesting Over Signal
Reception and Harvesting Performance in Direct”, submitted for publication to

Nano Communication Networks, 2014.

[9] M. Moore, A. Enomoto, T. Nakano, R. Egashira, T. Suda, A. Kayasuga,H.

Kojima, H. Sakakibara, K. Oiwa, A Design of a MolecularCommunication

41



System for Nanomachines Using Molecular Motors,Fourth Annual IEEE
International Conference on Pervasive Computingand Communications
Workshops (PERCOMW’06), pp.:554-559, 2006.

[10] P. Lio, S. Balasubramaniam, Opportunistic routing through conjugationin
bacteria communication nanonetwork, Nano Communication Networks,3
(2012):36-45

[11] T. Nakano, T. Suda, T. Koujin, T. Haraguchi, Y. Hiraoka,
MolecularCommunication Through Gap Junction Channels. Transactions on

ComputationalSystems Biology X, pp.:81-99, 2008.

[12] I. Llatser, A. Cabellos-Aparicio and E. Alarc’on, Networking Challengesand
Principles in Diffusion-based Molecular Communication, IEEEWireless
Communications, 19(5):36-41, 2012.

[13] J. Philibert, One and a Half Century of Diffusion: Fick, Einstein, Beforeand
Beyond, Diffusion Fundamentals 4 (2006) 6.1 - 6.19

[14] N. Garralda, I Llatser, A. Cabellos-Aparicio, M. Pierobon,
SimulationbasedEvaluation of the Diffusion-based Physical Channel in
MolecularNanonetworks, IEEE Conference on Computer Communications
Workshops(INFOCOM WKSHPS), pp.:443-448, 2011.

[15] N. Garralda, |I. Llatser, A. Cabellos-Aparicio, E. Alarc’on, M.
Pierobon,Diffusion-based Physical Channel Identification in Molecular
Nanonetworks,Nano Communication Networks, 2(4):196-204, July 2011.

[16] 1. Llatser, E. Alarc’on, M. Pierobon, Diffusion-based Channel
Characterizationin ~ Molecular  Nanonetworks, IEEE  Conference on
ComputerCommunications Workshops (INFOCOM WKSHPS), pp.:467-472,
2011.

[17] J. W. Costerton, P. S. Stewart, and E. P. Greenberg, “Bacterial biofilms: a
common cause of persistent infections,” Science, vol. 67, pp. 1318-1322, May
1999.

[18] C. Kerr, K. Osborn, G. Robson, and P. Handley, “The relationship between pipe
material and biofilm formation in a laboratory model system,” Journal of

Applied Microbiology, vol. 85, pp. 295-385, 1999.

42



[19] J. Riu, A.Maroto, and F. X. Rius, “Nanosensors in environmental analysis,”

Talanta,vol. 69, no. 2, pp. 288-301, 2006.

[20] Zhen Mei, “Numerical bifurcation analysis for reaction-diffusion equations”,

Springer, 2013.

[21] F.L. Bygrave, A. Benedetti, What is the concentration of calcium ions inthe
endoplasmic reticulum?, Cell Calcium (1996) vol. 19, pp.547-551,

PearsonProfessional, 1996.

[22] Daniel Nzinga KINSUMUNA, D. Turgay ALTILAR, Deniz DEMIRAY, “A
Signal Transmission Model for Diffusion Based Molecular Communication
Nanonetworks”, Joint International Mechanical, Electronic and Information
Technology Conference (JIMET 2015), ATLANTIS PRESS, pp. 1008-1011,
December 20, Chongging, China, 2015.

[23] Baris ATAKAN, Molecular Communications and Nano Networks, From Nature
to Practical Systems, Springer, 2014.

[24] B. Atakan, S. Galmes, and O. B. Akan, “Nanoscale communication with
moleculararrays in nanonetworks,” IEEE Transactions on NanoBioscience,
vol. 11, pp. 164-168, June 2012.

[25] Codling EA, PlankMJ, Benhamou S (2008) Random walk models in biology. J
R Soclnterface5(25):813-834.

[26] Farsad N, Eckford AW, Hiyama S, Moritani Y (2012) Information rates of
active propagationin microchannel molecular communication. Proceeding of
bio-inspired models of network,information, and computing systems. pp.16—
21.

[27] url < http://galileo.phys.virginia.edu/classes/304/brownian.pdf>

[28] Hiyama S, Gojo R, Shima T, Takeuchi S, Sutoh K (2009) Biomolecular-motor-
based nano- ormicroscale particle translocations on DNA microarrays. Nano
Lett 9(6):2407-2413

[29] Hofer T, Venance L, Giaume C (2002) Control and plasticity of intercellular
calcium waves inastrocytes: a modeling approach. J Neurosci 22(12):4850—
4859

43



[30] Ishijima A, Doi T, Sakurada K, Yanagida T (1991) Sub-piconewton force

fluctuations ofactomyosin in vitro. Nature 352:301-306
[31] Julicher F, Ajdari A, Prost J (1997) Modeling molecular motors. Rev Mod Phy
69(4):1269

[32] Kang M, Othmer H G (2009) Spatiotemporal characteristics of calcium
dynamics in astrocytes.Chaos: An Interdiscipl J Nonlinear Sci 19(3):037116—
037116

[33] Patlak CS (1953) Random walk with persistence and external bias. Bull Math
Biophys 15(3):311-338.

[34]D. Demiray, A. Cabellos-Aparicio, E. Alarcon, D. T. Altilar, I. Llatser,DIRECT:
A Model for Molecular Communication Nanonetworks Basedon Discrete

Entities, submitted for publication to Nano CommunicationNetworks, 2013.

[35] William F. Ames. Numerical Methods for Partial Differential Equations.
Academic Press, Inc., Boston, third edition, 1992.

[36] Eugene Isaacson and Herbert Bishop Keller, Analysis of Numerical Methods,
Dover, New York, 1994.

44



8. CURRICULUM VITAE

Name Middle Name Surname: Daniel Nzinga KINSUMUNA

Place and Date of Birth: MUKIMBUNGU (DRC) / 10.03.1984

E-mail: kinsumuna@yahoo.fr T,

Licence: Université Pédagogique Nationale, Mathematics and Informatics

Department, Orientation of Information Systems Design.

College: Institut Supérieur Pédagogique de Mbanza-Ngungu, Mathematics and

Informatics Department, Orientation of Analyst Programmer.

Professional Experience: Daniel Nzinga KINSUMUNA has worked as a
mathematics and informatics teacher at high school for three years, two years at
Mwenze A Velela high school and one year at MAFEMA high school, in Kinshasa,
the capital town of the Democratic Republic of Congo.

PUBLICATIONS / PRESENTATIONS ON THE THESIS

= Daniel Nzinga KINSUMUNA, D. Turgay ALTILAR, Deniz DEMIRAY, “A
Signal Transmission Model for Diffusion Based Molecular Communication
Nanonetworks”, Joint International Mechanical, Electronic and Information
Technology Conference (JIMET 2015), ATLANTIS PRESS, pp. 1008-1011,
December 20, Chongging, China, 2015.

= Daniel Nzinga KINSUMUNA, D. Turgay ALTILAR, “Signal
Approximations in  Diffusion Based Molecular Communication
Nanonetworks”, submitted for publication to ACSIT (International
Conference of Advanced Computer Science and Information Technology)
2016, Zurich, Zwitzerland.

45


mailto:kinsumuna@yahoo.fr

