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Abstract: - It is an industry standard to assume normal distribution or lognormal distribution for financial asset returns 
in VaR calculations. Nevertheless, such VaR calculations are exposed to a potentially serious systematic error. The 
frequency of extremely positive or extremely negative financial asset returns is higher than that is suggested by normal 
distribution. Such a leptokurtic distribution can be better approximated by a t -distribution. The aim of this study is to 
explore the possibility of utilizing evolutionary algorithms to find the set of t -distribution parameters that best 
approximates the actual distribution. Then, via Monte Carlo simulations, it is tested whether the proposed t -
distribution is actually superior to the normal distribution. It turns out that the VaR figures calculated with the 
assumption of normal distribution significantly understate the VaR figures computed from the actual historical 
distribution at high confidence levels. On the other hand, for the same confidence levels, the VaR figures calculated 
with the assumption of t -distribution estimated by Evolutionary Algorithms are very close to the results found by 
using the actual historical distribution. 
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1   Introduction 
Risk managers and regulators need measures for risk. 
One of the most popular and well known measures of 
risk is Value-at-Risk (VaR). VaR gives an upper bound 
for the money to be lost for a given probability, usually 
taken as 95%, 90%, 99% or 99.9%. The traditional way 
is to assume the distribution of the returns to be normal 
or lognormal. However, in practice this assumption 
seldom holds, because the tails are thicker than in a 
normal distribution. One possible alternative is to use the 
Student’s t -distribution, which has fat tails. The degrees 
of freedom of the t -distribution do not need to be 
integer. The Student’s t -distribution offers a very 
tractable distribution that accommodates fat-tails. As its 
degrees of freedom increase, the t -distribution also 
converges to the normal, so we can regard the t -
distribution as a generalization of the normal distribution 
which usually has fatter tails [1].  
     In this paper degrees of freedom were allowed to be 
non-integer. A nice property of this class of distributions 
is that kurtosis and degrees of freedom have a simple 
relationship. Parameters of the t -distribution can be 
estimated through a Maximum Likelihood Estimation 
(MLE). In this study, the Log-Likelihood maximization 
is achieved through an Evolutionary Algorithm (EA) 
approach. Using an EA to solve this optimization for 

estimating the Student’s t -distribution parameters is 
straightforward. 
     In this study, eight different shares close prices were 
used from the Istanbul Stock Exchange (ISE) in the 
between period 01.01.1994 an 25.11.2005 data [2].  
     This paper is organized as follows: Section 2 
introduces the VaR measure and provides an overview 
of the problem. In section 3, the MLE technique is 
explained. Section 4 gives a brief look into EAs. In 
section 5, the experimental design is outlined and results 
of the experiments are provided. Section 6, perform the 
experimental results and section 7 concludes the paper 
and provides possible extensions to the current study.  

 
 

2   Value-at-Risk 
Risk under the VaR model is defined as the maximum 
expected loss at a certain confidence level over a given 
period of time [3]. The most well-known VaR model 
was developed by JP Morgan named as riskmetrics [4]. 
The VaR definition is based on two fundamental 
elements; holding period (1- or 10-working day) and 
confidence level (95% or 99%). The Basel Committee 
suggests that 10-working days and 99% confidence level 
may be used in VaR computations while JP Morgan 
suggests that 1-working day and 95% confidence levels 



could be employed. The following subsections describe 
the VaR techniques used in this study. 
 
 
2.1 Parametric VaR with Normal Distribution’s 

Approach 
The VaR associated with normally distributed log 
returns is [5]; 
 

PhhePPPhVaR ln*)( ++−=−= ασµ                       (1) 
 

where P  is the current value of portfolio, *P  is the 
)1( CL−  percentile (or critical percentile) of the 

terminal value of the portfolio after a holding period of 
h days. α  is the standard normal variate associated with  
chosen confidence level (e.g., so 645.1−=α  if we 
have a 95% confidence level). 
 
 
2.2 Parametric VaR with t-Distribution’s 

Approach 
The VaR associated with the t -distribution method is 
[5]; 
 

Phh dfePPPhVaR ln*)( ++−=−= σαµ                     (2) 
 

where P  is the current value of portfolio, *P  is the 
)1( CL−  percentile (or critical percentile) of the 

terminal value of the portfolio after a holding period of 
h days. dfα  is the Student’s t  variate corresponding to 

the chosen confidence level, and df is the number of 
degrees of freedom [5]. 
 
 
2.3 Monte-Carlo Simulation Method  
Computation of VaR under Monte-Carlo (MC) 
simulation includes four steps; first, volatilities and 
correlations among risk factors are computed; second, 
expected price/rates under the chosen distribution using 
computed volatilities are produced; third, random 
expected prices are produced; finally, the value of a 
portfolio by using the computed prices are calculated. 
     In this study the MC VaR was computed both with 
the normal and the t -distribution assumptions for 
single-stock portfolios. 
 
 
2.4 Historical VaR Method 
This approach can be seen as a simplified MC 
Simulation method. In this model, historical data are 
used to produce scenarios. Therefore, the assumption of 
normality and the computation of volatility and 
correlations are not required. 

     In this study the Historical VaR was computed for 
comparing with the results obtained with the other 
assumptions. 
 
 
3   Maximum Likelihood Estimation 
If x  is a continuous random variable with pdf  
(probability density function) 

),...,,;( 21 kxfpdf θθθ=  where kθ  are the unknown 
parameters for the N  independent observations 

Nxxx ,...,, 21 . The Likelihood Function is [6], 
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and the logarithmic likelihood function is; 
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MLE of kθθθ ,...,, 21 are obtained by maximizing L  or 
by maximizingΛ , which is much easier to work with 
than L [6]. 
     In this study, the t -distribution parameters were 
estimated with MLE. To perform the MLE for the t -
distribution, the following steps should be done. 
Start with the pdf  of the t -distribution given as: 
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where µ  is a location parameter, γ  is a scale parameter, 
and ν is a shape parameter (degrees of freedom). The 
standard t -distribution assumes 0=µ , 1=γ , and ν to 
be an integer. Then the likelihood function is given by 
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From this, the log-likelihood function is obtained as 
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     Unlike for the normal distribution, no analytical 
expressions are available for the maximum log-



likelihood estimates of ν ,µ , γ  [7]. Thus use of 
numerical techniques became necessity. In this study, the 
experiment was chosen with using an EA for this 
purpose. 
 
 
4   Evolutionary Algorithms 
Among the set of population-based search and 
optimization heuristics, the development of 
Evolutionary Algorithms (EA) [8] has been very 
important in the last decade. EAs are used successfully 
in many applications of high complexity. 
     "Evolutionary Algorithms" [8] is a term that covers a 
group of heuristic approaches to problem solving using 
models of natural mechanisms and principles based 
mainly on Darwin's theory of evolution and the 
Mendelian principles of classical genetics. EAs work on 
a population of individuals, each of which represents a 
solution to the problem and they use an iterative, 
stochastic search process which is guided based on the 
goodness or badness of current solutions. EAs go 
through three main stages in one iteration (generation): 
selection, recombination and mutation. Selection 
ensures that individuals with better characteristics are 
chosen to produce new individuals. Some reproductive 
mechanisms (cross-over and mutation mostly) are 
modeled and applied to the selected individuals. At the 
end of each iteration, some or all of the new individuals 
replace the old ones. Through these mechanisms, an EA 
has the power to explore new solutions and exploit 
those that have already been found. EAs have been 
increasingly used in many areas in business, 
engineering and scientific applications. They have been 
used individually as well as combined with others to 
solve many problems which are harder to solve using 
traditional methods. EAs are different than other 
traditional optimization algorithms mainly in the 
following ways: Firstly, unlike most traditional methods 
which start from a single point and work toward better 
solutions using some transition rules, EAs start 
searching from a population of points in parallel. This 
allows an EA to climb many peaks in parallel which 
reduces the possibility of getting stuck at a local 
optimum. Furthermore, EAs use fitness information, not 
derivatives or other time consuming or hard to obtain 
auxiliary information which makes them easier to 
implement and apply to various problem domains. 
These main differences from traditional methods give 
EAs the robustness expected of good optimization 
procedures. Further detailed info on EAs can be found 
in [9]. 
 
 
 

5 Experimental Design 
5.1 Setting up the EA 
The fitness function used by the EA to maximize the 
log-likelihood function is as follows; 
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and the numerical optimization problem to maximize, 
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     The assumptions for the ranges for parameters were 
followed from a similar study [7]. In this study a 
standard implementation was used for an EA. The 
general algorithmic flow of the EA is given below; 
 

generate initial population; 
evaluate initial population; 
repeat 

   select pairs;  
   recombine pairs; 
   apply mutation; 
   evaluate population; 
   do elitism; 

until endOfGenerations; 
 
     The parameters and operators chosen for EA used in 
this study are given in Table 1. 
 
 

Table 1. Description of the EA for the maximization of log-
likelihood function. 

 

 

Representation Floating point  
Parent Selection Tournament selection ts=2 
Recombination Uniform crossover 
Crossover Probability 0.8 
Mutation Gauss mutation 
Mutation Probability 100% 
Survival Selection Generational 
Number of Generations 5000 
Population Size 100 
Chromosome Size 3 
Number of runs 20 
Initialization Random 
Elitism Yes 



     A chromosome consists of the eight parameters of 
the t -distribution which areν , µ  andγ . For the initial 
population generation and also during mutation, the 
lower and upper bounds for the parameters are taken 
into consideration. When performing the generational 
elitism, the previous best individual of the population is 
replaced with the worst individual of the current 
population. For gauss mutation, different mutation step 
sizes (standard deviation of the Gaussian distribution) 
were assumed for each parameter as given below.  
 

),0( νσν N⇒   1=νσ  

),0( µσµ N⇒  0001.0=µσ  

),0( γσγ N⇒   01.0=γσ  
 
     In this study GNU Scientific Library (GSL) was used 
for generating all random numbers [10]. 
 
 
5.2 Applying the MC  VaR 
A critical part of a MC simulation is the generation of 
random variables. Firstly random numbers are generated 
from the standard form of distributions. In this study, 
GSL Random Number Generator Library was used to 
generate the pseudo random numbers [10]. 
 
 
5.2.1   Normal Random Number Generator  
The pseudo normal random numbers ( nr ) for each MC 
simulation are generated as; 
 

Zrn σµ +=  )1,0(~ NZ  
 

where; µ is the mean of asset returns, σ  is standard 
deviation of the asset returns, and Z  is a standard 
normal random number which is generated by GSL [10]. 
 
 
5.2.2   t Random Number Generator  
The t  random number ( tr ) for each MC simulations are 
generated as; 
 

Zrt γµ +=  )(~ νTZ  
 

where; µ  is the location parameter, γ  is the scale 
parameter, ν is the non-integer degrees of freedom, 

)(νT  is a number from the standard t -distribution 
(assumes 0=µ , 1=γ ). Z  is a standard t -distributed 
random number variable with respect to ν  which is 
generated by GSL.  
 
 
 

6   Experimental Results 
µ , γ  and ν  for the three shares data are estimated 
using the EA described in the previous section.  
The parameters reported in the tables are the best values 
obtained from the 20 runs of the EA. It is possible to 
use the best values over all the runs for the VaR 
calculations since the standard deviations of the mean 
best fitnesses are very low as can be seen in the table 
below. The plots show that the numbers of generations 
for the current settings of the EA are sufficient to 
provide good convergence. Longer runs are not 
required. 
 
 

Table 2. Estimated parameter of t -distribution with EA and 
standard deviations of mean best fitness. 

 

 
 
     The obtained parameters of the t -distribution were 
applied to the MC simulations and results were obtained 
for the five different VaR method implementations. 
 
 

 
 

Fig.1 Mean best fitness over the 20 runs on ADNAC share 
 

Share ν µ γ  
fitnessσ

   (%) 

Fitness 

ADANAC 2.8612   0.0008 0.0220 0.0320 5735.7818 
ALARK 3.1005 0.0018 0.0235 0.0095 5641.8685 
DOHOL 3.6523 0.0013 0.0298 0.0021 5114.2897 
EREGL 3.1712 0.0013 0.0242 0.0064 5596.5843 
FROTO 3.1103 0.0017 0.0239 0.0089 5603.3166 
ISC 3.2547 0.0007 0.0254 0.0092 5468.8215 
KCHOL 3.5394 0.0012 0.0247 0.0110 5618.8464 
VESTL 2.8182 0.0011 0.0253 0.0121 5330.1470 



 
 

Fig.2 Mean best fitness over the 20 runs on ALARK share 
 
 

 
 

Fig.3 Mean best fitness over the 20 runs on DOHOL share 
 
 

 
 

Fig.4 Mean best fitness over the 20 runs on EREGL share 
 
 

 
 

Fig.5 Mean best fitness over the 20 runs on FROTO share 
 
 

 
 

Fig.6 Mean best fitness over the 20 runs on ISC share 
 
 

 
 

Fig.7 Mean best fitness over the 20 runs on KCHOL 
 
 



 
 

Fig.8 Mean best fitness over the 20 runs on VESTL 
 
 

     From Table.3 to Table.10, these results of given 
shares of ISE index are shown. In all tables, the Prmt-
for-Nrml is computed with the Parametric VaR with 
normal distribution’s approach, Prmt-for- t  are 
computed with the Parametric VaR with t -distribution’s 
approach, RealVaR is computed with Historical VaR 
method, MC-for-Nrml is computed with the Monte-Carlo 
simulation method for normal distribution and MC-for- t  
is computed with Monte-Carlo simulation method for t -
distribution. 
 
 

Table 3. VaR values for five different methods of ADNAC 
share with different confidence levels. 

 
ADNAC 90% 95% 99% 99.9%
Prmt-for-Nrml 4.2003  5.4049 7.6234 10.0488 
MC-for-Nrml 4.1860 5.3477 7.5268 10.0288 
RealVaR 3.3088 4.9003 10.0000 13.7484 
Prmt -for-t 3.2382 4.5025 7.8320 14.5159 
MC-for-t 3.3238 5.0244 9.8215 17.9534 

 
 

Table 4. VaR values for five different methods of ALARK 
share with different confidence levels. 

 
ALARK 90% 95% 99% 99.9%
Prmt-for-Nrml 4.2694  5.4947 7.7508 10.2161 
MC-for-Nrml 4.2561 5.5063 7.8446 10.5666 
RealVaR 3.4820 5.1733 10.4096 14.4195 
Prmt -for-t 3.3649 4.7130 8.2574 15.3461 
MC-for-t 3.5505 5.2003 10.5078 16.8170 

 
 
 
 
 
 

Table 5. VaR values for five different methods of DHOL share 
with different confidence levels. 

 
DOHOL 90% 95% 99% 99.9%
Prmt-for-Nrml 5.1036  6.5462 9.1931 12.0714 
MC-for-Nrml 5.1213 6.5118 9.1404 12.2166 
RealVaR 4.4021 6.4064 10.9705 17.9621 
Prmt -for-t 4.3505 6.0449 10.4683 19.1746 
MC-for-t 4.4229 6.4221 11.0271 18.1916 

 
 

Table 6. VaR values for five different methods of EREGL 
share with different confidence levels. 

 
EREGL 90% 95% 99% 99.9%
Prmt-for-Nrml 4.3699  5.6236 7.9309 10.4505 
MC-for-Nrml 4.3387 5.5563 8.0262 10.7029 
RealVaR 3.5857 5.2603 10.0372 13.5422 
Prmt -for-t 3.5134 4.8985 8.5374 15.8026 
MC-for-t 3.6284 5.3517 10.1360 16.9265 

 
 

Table 7. VaR values for five different methods of FROTO 
share with different confidence levels. 

 
FROTO 90% 95% 99% 99.9%
Prmt-for-Nrml 4.3539  5.6086 7.9178 10.4394 
MC-for-Nrml 4.3464 5.5797 7.8414 10.5255 
RealVaR 3.4437 5.1813 10.3129 14.8404 
Prmt -for-t 3.4351 4.8069 8.4117 15.6134 
MC-for-t 3.5711 5.2206 10.4039 17.0220 

 
 

Table 8. VaR values for five different methods of ISC share 
with different confidence levels. 

 
ISC 90% 95% 99% 99.9%
Prmt-for-Nrml 4.8134  6.1943 8.7305 11.4923 
MC-for-Nrml 4.8788 6.2121 8.7679 11.3234 
RealVaR 3.7313 5.0477 10.1754 14.2857 
Prmt -for-t 3.7553 5.2098 9.0254 16.6192 
MC-for-t 3.8442 5.4245 10.1724 17.6263 

 
 

Table 9. VaR values for five different methods of KCHOL 
share with different confidence levels. 

 
KCHOL 90% 95% 99% 99.9%
Prmt-for-Nrml 4.2825  5.5091 7.7675 10.2352 
MC-for-Nrml 4.2017 5.5101 7.7299 10.3371 
RealVaR 3.5947 5.2284 9.4059 14.0956 
Prmt -for-t 3.6017 5.0158 8.7287 16.1317 
MC-for-t 3.6985 5.2436 9.4140 16.6811 

 
 
 
 



Table 10. VaR values for five different methods of VESTL 
share with different confidence levels. 

 
VESTL 90% 95% 99% 99.9%
Prmt-for-Nrml 4.9161  6.3174 8.8903 11.6908 
MC-for-Nrml 4.9114 6.3097 8.7949 11.6450 
RealVaR 3.9604 5.7566 10.8696 17.4755 
Prmt -for-t 3.7019 5.1520 8.9566 16.5301 
MC-for-t 4.0057 5.8116 10.9032 19.0024 

 
 

     In actual financial applications, VaR values for high 
confidence levels are usually preferred. As can be seen 
from the results, the VaR values calculated using the t -
distribution whose parameters were optimized using an 
EA are the best in each case. This shows that the 
assumption of normality on the returns data is not very 
realistic and gives a systematic error.  
 
 
7   Conclusions and Future Studies 
In this study, it was demonstrated that the assumption of 
t -distribution estimated by EA is far better than the 
assumption of normal distribution in terms of the 
proximity of the corresponding results to the historical 
VaR. This is particularly true for higher confidence 
levels, which are commonly used in the financial 
industry. 
     A further extension of this study may be the 
utilization of parallel algorithms for MC simulations, 
which prove to be very time consuming. Actually, the 
parametric VaR figures with the assumption of t -
distribution are shown to be sufficiently reliable to be 
used in practice. Another potential area for future studies 
is the implementation of different EA techniques for 
improving the EA performance. 
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